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Abstract

Many reinforcement learning algorithms rely on value estimation, however, the most widely
used algorithms—namely temporal difference algorithms—can diverge under both off-policy
sampling and nonlinear function approximation. Many algorithms have been developed
for off-policy value estimation based on the linear mean squared projected Bellman error
(PBE) and are sound under linear function approximation. Extending these methods to
the nonlinear case has been largely unsuccessful. Recently, several methods have been
introduced that approximate a different objective—the mean-squared Bellman error (BE)—
which naturally facilitate nonlinear approximation. In this work, we build on these insights
and introduce a new generalized PBE that extends the linear PBE to the nonlinear setting.
We show how this generalized objective unifies previous work and obtain new bounds for
the value error of the solutions of the generalized objective. We derive an easy-to-use, but
sound, algorithm to minimize the generalized objective, and show that it is more stable
across runs, is less sensitive to hyperparameters, and performs favorably across four control
domains with neural network function approximation.

Keywords: Off-policy learning, Temporal difference learning, Reinforcement learning

1. Introduction

Value functions play a central role in reinforcement learning: value-based methods act
greedily towards a learned action value function; policy gradient methods often employ a
critic to estimate the value of the policy in order to reduce variance; model-based methods
often employ learned values for tree search, model-based value prediction, or simulation
based planning to update value estimates from hypothetical experience. Fundamental
improvements in algorithms for learning value functions can have a significant impact in
a variety of problem settings; as such, many algorithms have been developed to improve
learning values functions. This includes a variety of variance reduction improvements for
off-policy temporal difference algorithms (Precup et al., 2000; Munos et al., 2016; Mahmood
et al., 2017); gradient TD methods with linear function approximation (Sutton et al., 2009;
Mahadevan et al., 2014; Liu et al., 2016; Ghiassian et al., 2020) and nonlinear function
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approximation (Maei et al., 2009); and algorithms using approximations to the mean squared
Bellman error (BE) (Dai et al., 2017, 2018; Feng et al., 2019).

The most widely used value function learning algorithm is also one of the oldest: temporal
difference (TD) learning. The continued popularity of TD stems from both (a) the algorithms
simplicity and empirical performance, and (b) the lack of technical tools required to improve
it. TD, however, does not follow the gradient of any known objective function (Baird, 1995;
Antos et al., 2008), and without a clear objective for TD, it was difficult to extend the
algorithm. Related TD-like Residual gradient algorithms directly optimize the BE, but
suffers from the double sampling problem (Baird, 1995; Scherrer, 2010). Without a strategy
to optimize the BE, in the absence of a simulator, it was difficult to pursue the BE as an
alternative.

Value function learning algorithms that converge under general conditions fall into
two camps defined by the objectives they optimize. The first is the formalization of the
objective underlying TD—the mean squared projected Bellman error (PBE) (Antos et al.,
2008; Sutton et al., 2009)—which projects the Bellman error into the space spanned by the
function approximator. Several algorithms were introduced to minimize the PBE, most of
which built on the originally introduced variants: GTD2 and TD with gradient corrections
(TDC) (Sutton et al., 2009). Most of these algorithm, however, are limited to linear function
approximation because the PBE is defined only for the linear case with the exception
of nonlinear GTD (Maei et al., 2009), which used a locally linear approximation for the
projection. The gradient computation, however, requires a Hessian-vector product and has
not been widely adopted. As such, the extension of the linear PBE for nonlinear function
approximation remains open.

The second camp of methods pursue the BE, which is naturally defined for nonlinear
function approximation. The idea is to use a conjugate form for the BE (Dai et al., 2017),
to reformulate it into a saddlepoint problem with an auxiliary variable, removing the double
sampling problem because the resulting saddlepoint uses an estimator in place of one of the
samples. The SBEED algorithm (Dai et al., 2018) later extended the conjugate BE to the
control case by using a smoothed Bellman optimality operator and parameterizing both the
policy and value function estimates.

In this work, we bring together these threads of research and provide a novel objective for
nonlinear value function estimation in both prediction and control. In particular, we introduce
a generalized PBE, by using the conjugate reformulation of the BE. To understand the role
of objectives in off-policy value estimation, it is useful to first understand the algorithmic
development in off-policy learning that led to several of these objectives. We first lay out
this development, and then describe the contributions in this work.

1.1 A Short History of Off-policy Temporal Difference Learning

The story of off-policy learning begins with Q-learning (Watkins, 1989). Off-policy learning,
in some sense, allows side-stepping the exploration-exploitation tradeoff: the agent makes
use of an independent exploration policy to select actions while learning the value function
for the optimal policy. The exploration policy need not maximize reward, but can instead
select actions in order to generate data that improves the optimal policy through learning.
Ultimately, the full potential of Q-learning—and this ability to learn about one policy from
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a data generated by a totally different exploration—proved limited. Baird’s well-known
counterexample (Baird, 1995) provided a clear illustration of how, under function approxi-
mation, the weights learned by Q-learning can become unstable.1 Baird’s counterexample
highlights that divergence can occur when updating off-policy with function approximation
and with bootstrapping (as in temporal difference (TD) learning); even when learning the
value function of a fixed target policy from a fixed data-generating policy.

The instability of TD methods is caused by how we correct the updates to the value
function to account for the potential mismatch between the target and exploration policies.
Off-policy training involves estimating the total expected future reward (the value function)
that would be observed while selecting actions according to the target policy with training
data (states, actions, and rewards) generated while selecting actions according to an explo-
ration policy. One approach to account for the differences between the data produced by
these two policies is based on using importance sampling corrections: scaling the update
to the value function based on the agreement between the target and exploration policy at
the current state. If the target and exploration policy would always select the same action
in a state, then they completely agree. Alternatively, if they never take the same action in
a state they completely disagree. More generally, there can be degrees of agreement. We
call this approach posterior corrections because the corrections account for the mismatch
between policies ignoring the history of interaction up to the current time step—it does not
matter what the exploration policy has done in the past.

Another approach, called prior corrections, uses the history of agreement between the
exploration and target policy in the update. The likelihood that the trajectory could have
occurred under the target policy is used to scale the update. The most extreme version of
prior corrections uses the trajectory of experience from the beginning of time, corresponding
to what has sometimes been referred to as the alternative life framework. Prior and posterior
corrections can be combined to achieve stable off-policy TD updates (Precup et al., 2000),
though finite variance of the updates cannot be guaranteed (Precup et al., 2001).

Learning about many different policies in parallel has long been a primary motivation for
off-policy learning, and this usage suggested that perhaps prior corrections are not essential.
Several approaches require learning many value functions or policies in parallel, including
approaches based on option models (Sutton et al., 1999b), predictive representations of state
(Littman and Sutton, 2002; Tanner and Sutton, 2005; Sutton et al., 2011), and auxiliary
tasks (Jaderberg et al., 2016). In a parallel learning setting, it is natural to estimate the
future reward achieved by following each target policy until termination from the states
encountered during training—the value of taking excursions from the behavior policy.

This excursion view of off-policy learning lead to the development of an new objective
function for off-policy TD learning called the mean squared projected Bellman error (PBE).
The resultant family of Gradient-TD methods that optimize the PBE use posterior corrections
via importance sampling and are guaranteed to be stable under function approximation
(Sutton et al., 2009; Maei, 2011). This new excursion objective has the same fixed point
as TD, thus Gradient-TD methods converge to the same solution in the cases for which
TD converges. The major critiques of these methods are (1) the additional complexity due

1. The action-value star MDP can be found in the errata of Baird’s paper (Baird, 1995).
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to a second set of learned parameters, and (2) the variance due to importance sampling
corrections.

A wide array of algorithms arose to address these limitations and improve sample
efficiency. The strategies include (1) using a saddlepoint reformulation that facilitates the
use of optimization accelerations (Liu et al., 2016; Du et al., 2017; Liu et al., 2015) and a
finite sample analysis (Touati et al., 2018), (2) hybrid TD methods that behave like TD when
sampling is on-policy (Hackman, 2013; White and White, 2016), and (3) variance reduction
methods for posterior corrections, using different eligibility trace parameters (Precup et al.,
2000; Munos et al., 2016; Wang et al., 2016; Mahmood et al., 2017).

The second major family of off-policy methods revisits the idea of using prior corrections.
The idea is to incorporate prior corrections only from the beginning of the excursion. In this
way, the values of states that are more often visited under the target policy are emphasized,
but the high variance of full prior corrections—to the beginning of the episode—is avoided.
The Emphatic TD(λ) algorithm is based on this idea(Sutton et al., 2016) and was later
extended to reduce the variance of the emphasis weights (Hallak et al., 2016). These
Emphatic TD methods are guaranteed stable under both on-policy and off-policy sampling
with linear function approximation (Sutton et al., 2016; Yu, 2015; Hallak et al., 2016).

Practitioners often bemoan both the complexity and poor performance of these sound
off-policy algorithms, favouring instead to combine off-policy TD with heuristics to reduce
variance. Many of the algorithms discussed above have not been developed for the case
of nonlinear function approximation. On the other hand, off-policy updating is used
pervasively in deep learning architectures for learning from a replay buffer, demonstrations,
and trajectories generated by other agents (i.e., asynchronous architectures). In order to get
the benefits of off-policy updates and mitigate variance we can truncate the corrections: the
Retrace algorithm does exactly this (Munos et al., 2016; Wang et al., 2016). Retrace and the
much older Tree Backup algorithm can be viewed as adapting the eligibility trace to reduce
variance, similar to the ABQ algorithm (Mahmood et al., 2017). These three methods can
be extended to utilize gradient corrections to achieve stability, but this would only yield
another batch of theoretically sound but practically ignored methods. In this paper, we
explore an alternative path: extending gradient TD methods to both control and nonlinear
function approximation through the development of a new objective function.

1.2 Revisiting the Objective for Value Estimation

Central to all this development has been the definition of a precise objective: the linear
PBE. The proliferation of algorithms, however, has resulted in a focus on comparing and
discussing specific algorithms (Dann et al., 2014; White and White, 2016; Touati et al., 2018).
This breeds confusion in exactly how the algorithms are related and what objective they are
attempting to optimize. By separating the objective and the optimization strategies, we
can more systematically understand the differences in solutions under objectives and how
effective the optimization strategies are at reaching those solutions.

Two key questions emerge about the specification of the objective: the form of the
Bellman error and the weighting across states. The first question is really a revisitation
of the long-standing question about whether we should use the BE or the PBE. In terms
of solution quality, it is mixed: the BE avoids some counterexamples that exist for the
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PBE (Scherrer, 2010), however the PBE often produces a better solution (Dann et al.,
2014; Scherrer, 2010; Sutton and Barto, 2018). Further, the BE has been shown to have
an identifiability problem (Sutton and Barto, 2018). Though the evidence comparing the
BE and PBE is inconclusive, the PBE has been the default choice because many algorithms
optimize it. The BE, on the other hand, is typically avoided due to the double sampling
problem, where it is unclear how to obtain an unbiased sample of the gradient without a
simulator.

Recently, however, this technical challenge has been overcome with the introduction of
a saddlepoint form for the BE (Dai et al., 2017, 2018; Feng et al., 2019). The resulting
algorithms are similar to the saddlepoint algorithms for the linear PBE: a second estimator is
used to estimate a part of the gradient. The BE is particularly alluring, as it equally applies
to the linear and nonlinear value estimation settings. The PBE, on the other hand, was
defined for the linear setting, due to the difficulty in computing the projection operator for
the nonlinear setting. These potential advantages, as well as a viable strategy for optimizing
the BE, motivates the utility of answering which of these objectives might be preferable.

The second question is about the weighting on states in the objective, which must
be specified for either the BE or PBE. The importance of the weighting on states has
been well-recognized for many years, and is in fact the reason TD diverges on Baird’s
counterexample: using the stationary distribution of the behavior policy, rather than the
target policy, results in an iterative update that is no longer a contraction. The emphatic
algorithms were introduced to adjust this weighting to ensure convergence.

This reweighting, however, is not only about convergence; it also changes the fixed point
and the quality of the solution. There has been some work investigating the impact of the
state weighting on the optimal solution, not just on the behavior of the updates themselves.
The most stark result is a simple example where using the solution to the PBE can result
in an arbitrarily poor mean squared value error (VE) (Kolter, 2011). Several later results
extended on-policy bounds on the VE to the off-policy setting, showing that VE could be
bounded in the off-policy setting using careful choices on the state weighting—namely using
state weightings given by Emphatic TD (Hallak et al., 2016; White, 2017). Despite these
insights, the role of the weighting on the quality of the solution in practice remains open. A
natural question is: how do we choose the state weighting in the objective, and how much
does it matter?

1.3 Contributions

In this work, we focus on the question: what objective should we use for off-policy value
estimation? We first summarize many existing off-policy algorithms as optimizing the linear
PBE in different ways and in some cases with different state weightings. This summary
separates the optimization strategy from the definition of the objective, allowing us to move
away from specific algorithms to understanding the differences in fixed points obtained
under the different objectives. We then propose a generalized PBE that uses a generalized
projection operator that both extends the PBE to the nonlinear setting and unifies the BE
and linear PBE under one objective. Using these insights, we provide the following specific
contributions:
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1. We show how the generalized PBE helps resolve the non-identifiability of the BE,
where a particular projection in the generalized PBE provides an Identifiable BE.

2. We highlight the role of the state weighting in this generalized objective, both extend-
ing theoretical results bounding the VE and empirically showing that the emphatic
weighting can significantly improve the quality of the solution.

3. We show that these insights also extend to control by defining an objective for learning
action values with (soft) maximal operators. We use this objective to derive a sound
gradient variant of Q-learning.

4. We exploit the connection to the linear PBE to develop a more effective algorithm for
the generalized PBE using gradient corrections rather than the saddlepoint update.

5. Finally, we demonstrate the utility of these prediction and control algorithms in several
small benchmark domains.

2. Problem Definition and Background

We consider the problem of learning the value function for a given policy under the Markov
Decision Process (MDP) formalism. The agent interacts with the environment over a
sequence of discrete time steps, t = 1, 2, 3, . . .. On each time step, the agent observes
a partial summary of the state St ∈ S and selects an action At ∈ A. In response, the
environment transitions to a new state St+1 according to transition function P (St+1|St, At)
and emits a scalar reward Rt+1 ∈ R. The agent selects actions according to a stochastic,
stationary target policy π : S ×A → [0, 1].

We study the problem of value estimation: the computation or estimation of the
expected discounted sum of future rewards for policy π from every state. The return at
time t, denoted Gt ∈ R, is defined as the discounted sum of future rewards. The discount
factor can be variable, dependent on the entire transition: γ : S × A × S → [0, 1], with

γt+1
def
= γ(St, At, St+1). The return is defined as

Gt
def
= Rt+1 + γt+1Rt+2 + γt+1γt+2Rt+3 + γt+1γt+2γt+3Rt+4 + . . .

= Rt+1 + γt+1Gt+1.

When γt is constant, γc, we get the familiar return Gt = Rt+1 + γcRt+2 + γ2
cRt+3 + . . ..

Otherwise, variable γt can discount per transition, including encoding termination when it is
set to zero. This generalization ensures we can discuss episodic problems without introducing
absorbing states (White, 2017). It also enables the derivations and theory to apply to both
the continuing and episodic settings. The value function v : S → R maps each state to the
expected return under policy π starting from that state

vπ(s)
def
= Eπ[Gt | St = s] , for all s ∈ S (1)

where the expectation operator Eπ[·] reflects that the distribution over future actions is given
by π, to distinguish from a potentially different behavior policy.

In this paper, we are interested in problems where the value of each state cannot be
stored in a table; instead we must approximate the value with a parameterized function.
The approximate value function v̂w(st) can have arbitrary form as long as it is everywhere
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differentiable with respect to the weights w ∈ Rd. Typically, the number of components in
w is much fewer than the number of possible states (d� |S|), thus v̂ will generalize values
across many states in S. An important special case is when the approximate value function
is linear in the parameters and in features of the state. In particular, the current state St is
converted into feature vector xt ∈ Rd by some fixed mapping x : S → Rd. The value of the
state can then be approximated with an inner product: v̂w(st) = w>xt ≈ vπ(st). Another
typical parameterization for v̂w(st) is a neural network where w consists of all the weights
in the network. We refer to w exclusively as the weights, or weight vector, and reserve the
word parameter for variables like the discount-rate and stepsize parameters.

We first describe how to learn this value function for the on-policy setting, where the
behavior policy equals the target policy. Temporal difference learning (Sutton, 1988) is
perhaps the best known and most successful approach for estimating v̂ directly from samples
generated while interacting with the environment. Instead of waiting until the end of a
trajectory to update the value of each state, the TD(λ) algorithm adjusts its current estimate
of the weights toward the difference between the discounted estimate of the value in the
next state and the estimated value of the current state plus the reward along the way:

δt
def
= δ(St, At, St+1)

def
= Rt+1 + γt+1v̂w(St+1)− v̂w(St). (2)

We use the value function’s own estimate of future reward as a placeholder for the future
rewards defining Gt that are not available on time-step t + 1. In addition, the TD(λ)
algorithm also maintains an eligibility trace vector zt ∈ Rd that stores a fading trace of
recent feature activations. The components of wt are updated on each step proportional
to the magnitude of the trace vector. This simple scheme allows update information to
propagate impacting the value estimates for previously encountered states.

The update equations for TD(λ) are straightforward:

wt+1 ← wt + αδtzt

zt ← γtλzt−1 +∇v̂w(St),

where α ∈ R is the scalar stepsize parameter that controls the speed of learning and λ ∈ R
controls the length of the eligibility trace. Under linear function approximation, intermediate
values of λ between zero and one often perform best. TD(λ) is only sound for the linear
function approximation setting, though TD(0) is often used outside the linear setting and
often obtains good performance.

These updates need to be modified for the off-policy case, where the agent selects
actions according to a behavior policy b : S × A → [0, 1] that is different from the target
policy. The value function for target policy π is updated using experience generated from a
behavior policy that is off, away, or distant from the target policy. For example, consider
the most well-known off-policy algorithm, Q-learning. The target policy might be the one
that maximizes future discounted reward, while the behavior is nearly identical to the
target policy, but instead selects an exploratory action on each time step with some small
probability. More generally, the target and behavior policies need not be so closely coupled.
The main requirement linking these two policies is that the behavior policy covers the actions
selected by the target policy in each state visited by b, that is: b(a|s) > 0 for all states and
actions in which π(a|s) > 0.
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3. Off-policy Corrections and the Connection to State Weightings

The key problem in off-policy learning is to estimate the value function for the target policy
conditioned on samples produced by actions selected according to the behavior policy. This
is an instance of the problem of estimating an expected value under some target distribution
from samples generated by some other behavior distribution. In statistics, this problem
can be addressed with importance sampling, and most methods of off-policy reinforcement
learning use such corrections.

There are two distributions that we could consider correcting: the distribution over
actions, given the state, and the distribution over states. When observing a transition
(S,A, S′, R) generated by taking the action according to b(·|S), we can correct the update
for that transition so that, in expectation, we update as if actions were taken according to
π(·|S). However, these updates are still different than if we evaluated π on-policy, because
the frequency of visiting state S under b will be different than under π. All methods correct
for the distribution over actions (posterior corrections), given the state, but several methods
also correct for the distribution over states (prior corrections).

In this section, we discuss the difference in the underlying objective for these updates.
We give a brief introduction to prior and posterior corrections, and provide a more in-depth
example of the differences in their updates in Appendix A for readers interested in a more
intuitive explanation. We show that the underlying objective differs in terms of the state
weighting and discuss how emphatic weightings further modify this state weighting in the
objective.

3.1 Posterior Corrections

The most common approach to developing sound off-policy TD algorithms makes use of
posterior corrections based on importance sampling. One of the simplest examples of this
approach is Off-policy TD(λ). The procedure is easy to implement and requires constant
computation per time step, given knowledge of both the target and behavior policies. On
the transition from St to St+1 via action At, we compute the ratio between π and b:

ρt
def
= ρ(At|St) def

=
π(At|St)
b(At|St)

. (3)

These importance sampling corrections simply weight the eligibility trace update:

wt+1 ← wt + αδtz
ρ
t

zρt ← ρt(γtλz
ρ
t−1 + xt), (4)

where δt is defined in Equation (2). This way of correcting the sample updates ensures that
the approximate value function v̂ estimates the expected value of the return as if the actions
were selected according to π. Posterior correction methods use the target policy probabilities
for the selected action to correct the update to the value of state St using only the data from
time step t onward. Values of π from time steps prior to t have no impact on the correction.

Many modern off-policy prediction methods use some form of posterior corrections;
including the Gradient-TD methods, Tree Backup(λ), V-trace(λ), and Emphatic TD(λ).
In fact, all off-policy prediction methods with stability guarantees make use of posterior
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corrections via importance sampling. Only correcting the action distribution, however, does
not necessarily provide stable updates, and Off-policy TD(λ) is not guaranteed to converge
(Baird, 1995). To obtain stable Off-policy TD(λ) updates, we need to consider corrections
to the state distribution as well, as we discuss next.

3.2 Prior Corrections

We can also consider correcting for the differences between the target and behavior policy
by using the agreement between the two over a trajectory of experience. Prior correction
methods keep track of the product of either

∏t
k=1 π(Ak|Sk) or

∏t
k=1

π(Ak|Sk)
b(Ak|Sk) , and correct

the update to the value of St using the current value of the product. Therefore, the value
of St is only updated if the product is not zero, meaning that the behavior policy never
selected an action for which π(Ak|Sk) was zero—the behavior never completely deviated
from the target policy.

To appreciate the consequences of incorporating these prior corrections into the TD
update consider a state-value variant of Precup et al. (2000) Off-policy TD(λ) algorithm:

wt+1 ← wt + αδtz
ρ
t

zρt ← ρt

(
γtλzt−1 +

t−1∏
k=1

ρkxt

)
(5)

where zρ0 = 0. We refer to the above algorithm as Alternative-life TD(λ), as the product of
importance sampling ratios in the trace simulate an agent experiencing an entirely different
trajectory from the beginning of the episode—an alternative life. Note that the trace is
always reinitialized at the start of the episode.

The Alternative-life TD(λ) algorithm has been shown to converge under linear function
approximation, but in practice exhibits unacceptable variance (Precup et al., 2001). The
Emphatic TD(λ) algorithm, on the other hand, provides an alternative form for the prior
corrections that is lower variance but still guarantees convergence. To more clearly explain
why, next we will discuss how different prior corrections account for different weightings in
optimizing the mean squared Projected Bellman Error (PBE).

3.3 The Linear PBE under Posterior and Prior Corrections

In this section, we describe how different forms of prior corrections correspond to optimizing
similar objectives, but with different weightings over the state. This section introduces the
notation required to explain the many algorithms that optimize the linear PBE and clarifies
convergence properties of algorithms, including which algorithms converge and to which
fixed point. We start with the linear PBE as most algorithms have been designed to optimize
it. In the next section, we extend beyond the linear setting to discuss the generalized PBE.

We begin by considering a simplified setting with λ = 0 and a simplified variant of the
linear PBE, called the NEU (norm of the expected TD update (Sutton et al., 2009))

NEU(w) =
∥∥∥∑
s∈S

d(s)Eπ
[
δ(S,A, S′)x(S) | S = s

] ∥∥∥2

2
, (6)
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where d : S → [0,∞) is a positive weighting on the states. Note the transition (S,A, S′) is
random as is the TD-error. Equation 6 does not commit to a particular sampling strategy.
If the data is sampled on-policy, then d = dπ, where dπ : S → [0, 1] is the stationary
distribution for π which represents the state visitation frequency under behavior π in the
MDP. If the data is sampled off-policy, then the objective might instead be weighted by the
state visitation frequency under b, i.e., d = db.

We first consider how to sample the NEU for a given a state. The behavior selects actions
in each state s, so the update δtxt must be corrected for the action selection probabilities of
π in state s, namely a posterior correction:

Eπ[δ(St, At, St+1)x(St) | St = s] =
∑
a∈A

π(a|s)
∑
s′∈S

P (s′|s, a)δ(s, a, s′)x(s)

=
∑
a∈A

b(a|s)
b(a|s)π(a|s)

∑
s′∈S

P (s′|s, a)δ(s, a, s′)x(s)

=
∑
a∈A

b(a|s)
∑
s′∈S

P (s′|s, a)
π(a|s)
b(a|s) δ(s, a, s

′)x(s)

= Eb[ρ(At|St)δ(St, At, St+1)x(St) | St = s] . (7)

Therefore, the update ρtδtxt provides an unbiased sample of the desired expected update
Eπ[δ(St, At, St+1)x(St) | St = s]. Most off-policy methods (except Q-learning and Tree-
backup) use these posterior corrections.

We can also adjust the state probabilities from db to dπ, using prior corrections. Consider
the expected update using prior corrections starting in s0 and taking two steps following b:

Eb[ρ0ρ1Eπ[δ(St, At, St+1)x(St) | St = S2] | S0 = s0]

= Eb

ρ0

∑
a1∈A

b(a1|S1)
∑
s2∈S

P (s2|S1, a1)ρ(a1|S1)Eπ[δ(St, At, St+1)x(St) | St = s2] | S0 = s0


= Eb

ρ0

∑
a1∈A

π(a1|S1)P (s2|S1, a1)Eπ[δ(St, At, St+1)x(St) | St = s2] | S0 = s0


= Eb[ρ0Eπ[δ(St, At, St+1)x(St) | St−1 = S1] | S0 = s0]

=
∑
a0∈A

π(s0, a0)
∑
s1∈S

P (s1|s0, a0)Eπ[δ(St, At, St+1)x(St) | St−1 = s1]

= Eπ[δ(St, At, St+1)x(St) | S0 = s0] .

More generally, we get

Eb
[
ρ1 . . . ρt−1Eπ[δ(St, At, St+1)x(St) | St = s] |S0 = s0

]
= Eπ[δ(St, At, St+1)x(St) | S0 = s0] .

These corrections adjust the probability of the sequence from the beginning of the episode as
if policy π had taken actions A1, . . . , At−1 to get to St, from which we do the TD(λ) update.

A natural question is which objective should be preferred: the alternative-life (d ∝ dπ)
or the excursions objective (d ∝ db). As with all choices for objectives, there is no crisp
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answer. The alternative-life objective is difficult to optimize because prior corrections can
become very large or zero—causing data to be discarded—and is thus high variance. There
is some work that directly estimates dπ(s)/db(s) and pre-multiplies to correct the update
(Hallak and Mannor, 2017; Liu et al., 2020); this approach, however, requires estimating
the visitation distributions. On the other hand, the fixed-point solution to the excursion
objective can be arbitrarily poor compared with the best value function in the function
approximation class if there is a significant mismatch between the behavior and target policy
(Kolter, 2011). Better solution accuracy can be achieved using an excursion’s weighting that
includes db, but additionally reweights to make the states distribution closer to dπ as is done
with Emphatic TD(λ). We discuss this alternative weighting in the next section.

The above discussion focused on a simplified variant of the PBE with λ = 0, but the
intuition is the same for the PBE with λ > 0. To simplify notation we introduce a conditional
expectation operator:

Ed[Y ] =
∑
s∈S

d(s)Eπ[Y | S = s].

We can now define

C
def
= Ed[x(S)x(S)>]

A
def
= −Ed[(γ(S,A, S′)x(S′)− x(S))z(S)>]

b
def
= Ed[R(S,A, S′)z(S)>]

where the expected eligibility trace z(S) ∈ Rk is defined recursively z(s)
def
= x(s) +

λEπ[γ(St−1, At−1, St)z(St−1)|St = s]. We can write the TD(λ) fixed point residual as:

Ed[δ(S,A, S′)z(S)] = −Aw + b (8)

where Ed[δ(S,A, S′)z(S)] = 0 at the fixed point solution for on-policy TD(λ). The linear
PBE can then be defined given the definition above:

linear PBE(w)
def
= (−Aw + b)>C−1(−Aw + b) = ‖−Aw + b‖2C−1 . (9)

The only difference compared with the NEU is the weighted `2 norm, weighted by C−1,
instead of simply ‖−Aw + b‖22.

Notation Remark: From the rest of the paper, we will not explicitly write the
random variables as functions of (S,A, S′). For example, we will use Eπ[δ|S = s] to mean
Eπ[δ(S,A, S′)|S = s] and Eπ[γ|S = s] to mean Eπ[γ(S,A, S′)|S = s].

3.4 Emphatic Weightings as Prior Corrections

Emphatic Temporal Difference learning, ETD(λ), provides an alternative strategy for
obtaining stability under off-policy sampling without computing the gradient of the linear
PBE. The key idea is to incorporate some prior corrections so that the weighting d results
in a positive definite matrix A. Given such an A, the TD(λ) update—a semi-gradient
algorithm—can be shown to converge. Importantly, this allows for a stable off-policy
algorithm with only a single set of learned weights. Gradient-TD methods, on the other
hand, use two stepsize parameters and two weight vectors to achieve stability.
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Emphatic TD(λ) or ETD(λ) minimizes a variant of the linear PBE defined in Equation 9,
where the weighting d is defined based on the followon weighting. The followon reflects
(discounted) state visitation under the target policy when doing excursions from the behavior:
starting from states sampled according to db. The followon is defined as

f(st)
def
= db(st) +

∑
st−1,at−1

db(st−1)π(at−1|st−1)P (st|st−1, at−1)γ(st−1, at−1, st) + . . . . (10)

The emphatic weighting is m(st) = db(st)λ + (1 − λ)f(st). This is the state weighting
ETD(λ) uses in the linear PBE in Equation 9, setting d(s) = m(s). ETD(λ) uses updates

Ft ← ρt−1γtFt−1 + 1 with Mt = λt + (1− λt)Ft
zρt ← ρt

(
γtλz

ρ
t−1 +Mtxt

)
wt+1 ← wt + αδtz

ρ
t ,

with F0 = 1 and zρ0 = 0.

To gain some intuition for this weighting, consider the trace update with alternative-
life TD(0) and ETD(0) with constant γ. For ETD(0), Mt = Ft =

∑t
j=0 γ

j
∏j
i=1 ρt−i,

giving zρt ← ρt

(
γλzρt−1 +

∑t
j=0 γ

j
∏j
i=1 ρt−ixt

)
. The trace for Alternative-life TD(0) (see

Equation 5) is zρt ← ρt
(
γtλz

ρ
t−1 +

∏t
i=1 ρixt

)
. Both adjust the weighting on xt to correct

the state distributions. Alternative-Life TD more aggressively downweights states that would
not have been visited under the target policy, because it only has a product, whereas ETD
uses a sum over all t up to that point.

Emphatic TD(λ) has strong convergence guarantees in the case of linear function
approximation. The ETD(λ) under off-policy training has been shown to converge in
expectation using the same expected update analysis used to show that TD(λ) converges
under on-policy training. Later, Yu (2015) extended this result to show that ETD(λ)
converges with probability one.

This weighting also resolves the issues raised by Kolter’s example (Kolter, 2011). Kolter’s
example demonstrated that for a particular choice of π and b, the solution to the linear PBE
could result in arbitrarily bad value error compared with the best possible approximation in
the function class. In other words, even if the true value function can be well approximated
by the function class, the off-policy fixed point from the linear PBE with weighting d = db
can result in an arbitrarily poor approximation to the values. In Section 6, we explain
why the fixed points of the linear PBE with the emphatic weighting do not suffer from this
problem, expanding on (Hallak et al., 2016, Corollary 1) and (White, 2017, Theorem 1).

3.5 Broadening the Scope of Weightings

To determine which weightings to consider, we need to understand the role of the weighting.
There are actually two possible roles. The first is to specify states of interest: determine the
relative importance of a state for the accuracy of our value estimates compared to the true
values. This provides the weighting in the value error: VE(w)

def
=
∑

s∈S d(s)(v̂w(s)− vπ(s))2.
The second is the choice of weighting in our objective, such as the linear PBE, which is a
surrogate for the value error.

12
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For the first question, we need to determine the relative importance of states. The
choice depends on the purpose for the value estimation. For example, if the policy is being
evaluated for deployment in an episodic problem, a common choice is to put all weight
on the set of start states (Sutton et al., 1999a; Bottou et al., 2013) because it reflects the
expected return in each episode. On the other hand, if many value functions are learned
in parallel—as in predictive representations (Sutton et al., 2011; White, 2015) or auxiliary
tasks (Jaderberg et al., 2016)—it is may be better to the predictions are accurate in many
states. It is also possible that values from some states might be queried much more often, or
that states might correspond to important catastrophic events from which it is important to
have accurate predictions for accurate decision-making.

Overall, the choice of d is subjective. Once we make this choice for our evaluation objective,
we can ask the second question: which optimization objectives and what weightings are most
effective for minimizing our evaluation objective? It is not obvious that the minimum of the
linear PBE with weighting db provides the best solution to the VE with weighting db, for
example. In fact, we know that the linear PBE with d = db suffers from a counterexample
(Kolter, 2011), whereas using the emphatic weighting in the linear PBE provides an upper
bound on the VE under weighting db. We discuss the potential utility of using a different
weighting for the objective than the desired weighting in the VE in Section 6.

4. Broadening the Scope of Objectives

In this section, we discuss how to generalize the linear PBE, to obtain the generalized PBE.
This objective allows for nonlinear value estimation and unifies the BE and linear PBE
under one objective.

4.1 An Overview of Existing Objectives

Let us start by discussing the standard evaluation objective used for policy evaluation: the
mean squared value error (VE)

VE(w)
def
=
∑
s∈S

d(s)(v̂w(s)− vπ(s))2. (11)

The approximation v̂w(s) is penalized more heavily for inaccurate value estimates in highly
weighted states s. This objective cannot be directly optimized because it requires access to
vπ(s). One way to indirectly optimize the VE is to use the mean squared return error (RE):

RE(w)
def
=
∑
s∈S

d(s)Eπ
[
(v̂w(s)−Gt)2 | St = s

]
. (12)

The minima of the RE(w) and VE(w) are the same because their gradients are equal

∇RE(w) =
∑
s∈S

d(s)Eπ[(v̂w(s)−Gt)∇v̂w(s) | St = s]

= 2
∑
s∈S

d(s) (v̂w(s)− Eπ[Gt | St = s])∇v̂w(s)

= 2
∑
s∈S

d(s) (v̂w(s)− vπ(s))∇v̂w(s) = ∇VE(w).
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Figure 1: The visualization above characterizes the true vπ, PBE solution and how projec-
tions operate on successive approximations. Assume the estimate of vπ starts from v in red.
The Bellman operator pushes the value estimate out of the space of representable functions
represented by the plane (Note this corresponds to F = H introduced in Section 4.2). The
projection brings the approximation back down to the nearest representable function on the
plane. This process is repeated over and over until the value estimates converge to the blue
dot at the base of the black line. Subsequent updates push the approximation to vπ out of
the space of representable functions and the projection back onto the plane. The true value
in this case is outside of F , with the VE being the distance between the v at PBE = 0 and
vπ. Note the projection of vπ onto F need not be equal to PBE solution.

In practice, the RE is rarely used because it requires obtaining samples of entire returns
(only updating at the end of episodes). Instead, bootstrapping is used and so forms of the
Bellman error are used, as in the BE and PBE. The BE reflects the goal of approximating
the fixed-point formula given by the Bellman operator T , defined as

T v̂w(·)(s) def
= Eπ

[
R+ γv̂w

(
S′
)
| S = s

]
for all s. (13)

When equality is not possible, the difference is minimized as in the BE

BE(w)
def
=
∑
s∈S

d(s) (T v̂w(·)(s)− v̂w(s))2 =
∑
s∈S

d(s)Eπ[δ(w) | S = s]2 (14)

where we write δ(w) to be explicit that this is the TD error for the parameters w.

There has been much discussion, formal and informal, about using the BE versus the
PBE. The BE can be decomposed into the PBE and a projection penalty term (Scherrer,
2010). To understand why, recall the definition of a projection operator. For a vector space
F , the projection of a vector v onto F is the closest point under a given (weighted) norm
‖ · ‖d: minu∈F ‖u − v‖d. This definition also applies to function spaces. Let ΠF ,d be the

weighted projection on the space of value functions, defined as ΠF ,du
def
= arg minu∈F ‖u− v‖d.

For a given vector v ∈ R|S|, composed of value estimates for each state, we get

‖v − T v‖2d = ‖v −ΠF ,dT v‖2d︸ ︷︷ ︸
PBE

+ ‖T v −ΠF ,dT v‖2d︸ ︷︷ ︸
Projection Penalty

(15)

This penalty causes the BE to prefer value estimates for which the projection does not
have a large impact near the solution. The PBE can find a fixed point where applying the
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Figure 2: A comparison of the BE and PBE solutions when the true value function is not
representable. As before, we visualize how the approximation that minimizes the PBE at
convergence can be far from vπ with a large projection penalty. The approximate value
function that minimizes the BE on the other hand is closer to vπ and typically has a smaller
projection penalty (note the Bellman operator would indeed push vBE outside F).

Bellman operator T v moves far outside the space of representable functions, as long as
the projection back into the space stays at v. The projection penalty is sensible, and in
fact prevents some of the counterexamples on the solution quality for the PBE discussed in
Section 6. We visualize the projection penalty and a potential solution under the PBE in
Figure 1, and contrast to a potential solution under the BE in Figure 2.

Despite the potential utility of the BE, it has not been widely used due to difficulties in
optimizing this objective without a model. The BE is difficult to optimize because of the
well-known double sampling problem for the gradient. To see why, consider the gradient

∇wBE(w) =
∑
s∈S

d(s)∇wEπ[δ(w) | S = s]2

= 2
∑
s∈S

d(s)Eπ[δ(w) | S = s]Eπ[∇wδ(w) | S = s]

= 2
∑
s∈S

d(s)Eπ[δ(w) | S = s]Eπ
[
γ∇wv̂w

(
S′
)
−∇wv̂w(s) | S = s

]
To estimate this gradient for a given S = s, we need two independent samples of the next
state and reward. We use the first to get a sample δ(w) and the second to get a sample
of γ∇wv̂w(S′)−∇wv̂w(s). The product of these two samples gives an unbiased sample of
the product of the expectations. If we instead only used one sample, we would erroneously
obtain a sample of Eπ[δ(w)(γ∇wv̂w(S′)−∇wv̂w(s)) | S = s].

One promising attempt to approximate the BE used a non-parametric approach (Feng
et al., 2019). The objective, called the KBE, takes pairs of samples from a buffer to
overcome the double sampling problem. Unfortunately, this cannot overcome the issue of
non-identifiability in the BE. There is a simple example where the same data is generated
by two different MDPs, with different optima for the corresponding BE (Sutton and Barto,
2018, Chapter 11.6). The agent cannot hope to use the data to identify which of the two
parameters is the optimal solution; that work used the term that the BE is not learnable.

The linear PBE, on the other hand, is practical to optimize under linear function
approximation, as discussed above: the whole family of (gradient) TD algorithms is designed
to optimize the linear PBE. Unfortunately, the PBE is hard to optimize for the general
nonlinear setting, because the projection is hard to compute. Prior attempts to extend GTD
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to the nonlinear PBE (Maei et al., 2009) resulted in an algorithm that requires computing
Hessian-vector products. In the next section, we discuss how to overcome these issues for
the BE and PBE, with a unified objective, that is a generalization of the PBE.

Finally, for completeness, we conclude with a description of the Mean-Squared TD error
(TDE), even though it is rarely used. The TDE was introduced to characterize the TD
solution as a semi-gradient method. For the objective

TDE(w)
def
=
∑
s∈S

d(s)Eπ
[(
R+ γv̂w

(
S′
)
− v̂w(s)

)2 | S = s
]

(16)

the gradient includes the gradient of v̂w(S′). TD omits this term, and so is called a semi-
gradient method. It is not typical to do gradient descent on the TDE, due to commonly
held views of poor quality and a counterexample for the residual gradient algorithm which
uses the TDE (Sutton and Barto, 2018). We highlight the significant bias when using the
TDE, in Appendix B, providing further evidence that it is likely not a useful direction.

4.2 An Identifiable BE

Before discussing the generalized PBE, we start by showing a conjugate form for the BE.
This reformulation uses the strategy introduced by Dai et al. (2017), which more generally
introduces this conjugate form for several objectives that use conditional expectations. They
show how to use it for the BE as an example, but defined it slightly differently because
they condition on states and actions. For this reason, and because we will build further, we
provide the explicit steps to derive the conjugate form for the BE.

Let F be the space of parameterized value functions and Fall the space of all func-
tions. The reformulation uses the fact that the biconjugate of the square function is
y2 = maxh∈R 2yh − h2 and the fact that the maximum can be brought outside the sum
(interchangeability), as long as a different scalar h can be chosen for each state s, as it can
be for Fall the space of all functions.

BE(w) =
∑
s∈S

d(s)Eπ[δ(w) | S = s]2

=
∑
s∈S

d(s) max
h∈R

(
2Eπ[δ(w) | S = s]h− h2

)
. using the biconjugate function

= max
h∈Fall

∑
s∈S

d(s)
(
2Eπ[δ(w) | S = s]h(s)− h(s)2

)
. using interchangeability.

The optimal h∗(s) = Eπ[δ(w) | S = s], because

arg max
h∈Fall

∑
s∈S

d(s)
(
2Eπ[δ(w) | S = s]h(s)− h(s)2

)
= arg max

h∈Fall

∑
s∈S

d(s)
(

2Eπ[δ(w) | S = s]h(s)− h(s)2 − Eπ[δ(w) | S = s]2
)

= arg max
h∈Fall

−
∑
s∈S

d(s) (Eπ[δ(w) | S = s]− h(s))2

= arg min
h∈Fall

∑
s∈S

d(s) (Eπ[δ(w) | S = s]− h(s))2 .
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The function h∗(s) = Eπ[δ(w) | S = s] provides the minimal error of zero. This optimal
solution also makes it clear why the above is simply a rewriting of the BE because

2Eπ[δ(w) | S=s]h∗(s)−h∗(s)2 = 2Eπ[δ(w) | S=s]2−Eπ[δ(w) | S=s]2 = Eπ[δ(w) | S=s]2 .

More generally, for the continuous state case, interchangeability also holds, as long as the
function h(s) = Eπ[δ(w) | S = s] satisfies h ∈ Fall. We can more generically expressed the
BE using expectations over states: BE(w) = E[Eπ[δ(w) | S]2], where the outer expectation
is over S with distribution d. For g(h, s) = Eπ[δ(w) | S = s]h− h2, the BE is

E
[
max
h∈R

g(h, S)

]
=

∫
S
d(s) max

h∈R
g(h, s)ds = max

h∈Fall

∫
S
d(s)g(h(s), s)ds. (17)

Because h(s) = Eπ[δ | S = s] satisfies h ∈ Fall, we know that a maximizer exists, as h∗ = h ∈
Fall. Then we can show that E[maxh∈R g(h, S)] = E[g(h∗(S), S)] = maxh∈Fall

E[g(h(S), S)].2

As highlighted in (Sutton and Barto, 2018, Chapter 11.6), the BE is not identifiable. In
that example, however, the inputs given to the value function learner are partially observable.
In terms of the above formulation, this would mean the agent can only observe a part of the
state for learning w but the whole state to learn h. Naturally, however, the input-space for h
should be similarly restricted to only observable information. This leads us to a new set for
h, which includes all functions on the same inputs φ(s) as given to v, rather than on state:

Hall
def
= {h = f ◦ φ | where f is any function on the space produced by φ}.

The resulting h is restricted to functions of the form h(s) = f(φ(s)). We call the resulting
BE an Identifiable BE, written as:

Identifiable BE(w)
def
= max

h∈Hall

E
[
2Eπ[δ(w) | S]h(S)− h(S)2

]
.

Notice that Hall ⊆ Fall, and so the solution to the Identifiable BE may be different from the
solution to the BE. In particular, we know the Identifiable BE(w) ≤ BE(w), because the
inner maximization is more constrained. In fact, in many cases restricting h can be seen as
a projection on the errors in the objective, as we discuss next, making the Identifiable BE
an instance of the generalized PBE.

4.3 From the Identifiable Bellman Error back to a Projected Bellman Error

The previous section discussed a conjugate form for the BE, which led to an identifiable BE.
Even this Identifiable BE, however, can be difficult to optimize, as we will not be able to
perfectly represent any h in Hall. In this section, we discuss further approximations, with
h ∈ H ⊆ Hall, leading to a new set of objectives based on projecting the Bellman error.

To practically use the minimax formulation for the BE, we need to approximate h as
an auxiliary estimator. This means h must also be a parameterized function, and we will
instead only obtain an approximation to the Identifiable BE. Let H be a convex space of

2. This argument is similar to (Dai et al., 2017, Lemma 1), but we do not need to assume g is upper
semi-continuous and concave. They use this condition to ensure the existence of a maximum for g(·, s).
We know the form of our g and can directly determine the existence of a maximizer (expected TD error).
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parameterized functions for this auxiliary function h. As we show below, this H defines the
projection in the generalized PBE.

In order to define the PBE, we first define a projection operator ΠH,d which projects
any vector u ∈ R|S| onto convex subspace H ⊆ R|S| under state weighting d:

ΠH,du
def
= arg min

h∈H
‖u− h‖d. (18)

We define the generalized PBE as

PBE(w)
def
= ‖ΠH,d(T v̂w − v̂w)‖2d (19)

where each choice of H results in different projection operators. This view provides some
intuition about the role of approximating h. Depending on how errors are projected, the
value function approximation will focus more or less on the Bellman errors in particular
states. If the Bellman error is high in a state, but those errors are projected to zero, then
no further approximation resources will be used for that state. Under no projection—the set
for h being the set of all functions—no errors are projected and the values are learned to
minimize the Bellman error. If H = F , the same space is used to represent h and v, then we
obtain the projection originally used for the PBE.

We now show the connection between this PBE and the BE. In the finite state setting, we
have a vector u ∈ R|S| composed of entries Eπ[δ(w) | S = s]: u = T v̂w − v̂w. The projection

onto a convex set, with a diagonal weighting matrix D
def
= diag(d) is guaranteed to be an

orthogonal projection. This property means u = ΠH,du+ ũ = h+ ũ, where h = ΠH,du and ũ

is the component in u that is orthogonal in the weighted space: h>Dũ = 0 for D
def
= diag(d).

Then we can write the conjugate form for the BE, now with restricted H ⊂ Hall

max
h∈H

∑
s∈S

d(s)
(
2Eπ[δ(w) | S = s]h(s)− h(s)2

)
= max

h∈H

∑
s∈S

d(s)
(
2u(s)h(s)− h(s)2

)
. rewriting u(s) = Eπ[δ(w) | S = s]

=
∑
s∈S

d(s)
(
2u(s)h(s)− h(s)2

)
. where h = ΠH,du

=
∑
s∈S

d(s)
(
2[h(s) + ũ(s)]h(s)− h(s)2

)
. because u(s) = h(s) + ũ(s)

=
∑
s∈S

d(s)
(
2h(s)2 − h(s)2

)
+ 2

∑
s∈S

d(s)ũ(s)h(s)

=
∑
s∈S

d(s)h(s)2 + 2
∑
s∈S

d(s)ũ(s)h(s)

=
∑
s∈S

d(s)h(s)2 . where
∑
s∈S

d(s)ũ(s)h(s) = 0 because

= ‖ΠH,d(T v̂w − v̂w)‖2d h is orthogonal to ũ, under weighting d

= PBE(w)

The key assumption above is that H is a convex set. Convexity is required to ensure
that the projection operator ΠH,d is an orthogonal projection (Dudek and Holly, 1994).
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<latexit sha1_base64="Jcsc379n2I2fFsDFWADrnu9O1/8=">AAAB+nicdVDLSgMxFM34rPU11aWbYBFcDZmho+2u4KbLCn1BOwyZNNOGZh4kmUoZ+yluXCji1i9x59+YPgQVPRA4nHMv9+QEKWdSIfRhbGxube/sFvaK+weHR8dm6aQjk0wQ2iYJT0QvwJJyFtO2YorTXioojgJOu8HkZuF3p1RIlsQtNUupF+FRzEJGsNKSb5YGTeYPIqzGBPO8MW9NfbOMLORU3YoDkeW4qGbXNHGRXbuqQNtCS5TBGk3ffB8ME5JFNFaEYyn7NkqVl2OhGOF0XhxkkqaYTPCI9jWNcUSlly+jz+GFVoYwTIR+sYJL9ftGjiMpZ1GgJxch5W9vIf7l9TMVVr2cxWmmaExWh8KMQ5XARQ9wyAQlis80wUQwnRWSMRaYKN1WUZfw9VP4P+k4ll2x3NtKue6s6yiAM3AOLoENrkEdNEATtAEBd+ABPIFn4954NF6M19XohrHeOQU/YLx9ArsNlEk=</latexit>

v0 = ⇧FTv

<latexit sha1_base64="0uBqI7gnOOVBqgr0jxL72UsIJWc=">AAAB/3icdVDLSsNAFJ3UV62vqODGzWARXYUkxrYuhIIgLiv0BU0pk+mkHTp5MDMplNiFv+LGhSJu/Q13/o2TtoKKHhg4nHMv98zxYkaFNM0PLbe0vLK6ll8vbGxube/ou3tNESUckwaOWMTbHhKE0ZA0JJWMtGNOUOAx0vJGV5nfGhMuaBTW5SQm3QANQupTjKSSevrB+AReQrdGe26A5BAjll5P6+OeXjSNi0rJdkrQNEyzbNlWRuyyc+ZASykZimCBWk9/d/sRTgISSsyQEB3LjGU3RVxSzMi04CaCxAiP0IB0FA1RQEQ3neWfwmOl9KEfcfVCCWfq940UBUJMAk9NZiHFby8T//I6ifQr3ZSGcSJJiOeH/IRBGcGsDNinnGDJJoogzKnKCvEQcYSlqqygSvj6KfyfNG3DcozzW6dYtRd15MEhOAKnwAJlUAU3oAYaAIM78ACewLN2rz1qL9rrfDSnLXb2wQ9ob58q+5WN</latexit>

Tv

<latexit sha1_base64="uOQsAsRMf1au27T/woTRgEyK8hg=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgKeyGiB4DXjxGyQuSJcxOepMhs7PLzGwgLPkDLx4U8eofefNvnDwOmljQUFR1090VJIJr47rfTm5re2d3L79fODg8Oj4pnp61dJwqhk0Wi1h1AqpRcIlNw43ATqKQRoHAdjC+n/vtCSrNY9kw0wT9iA4lDzmjxkpPjUm/WHLL7gJkk3grUoIV6v3iV28QszRCaZigWnc9NzF+RpXhTOCs0Es1JpSN6RC7lkoaofazxaUzcmWVAQljZUsaslB/T2Q00noaBbYzomak1725+J/XTU1452dcJqlByZaLwlQQE5P522TAFTIjppZQpri9lbARVZQZG07BhuCtv7xJWpWyVy3fPFZLtcoqjjxcwCVcgwe3UIMHqEMTGITwDK/w5oydF+fd+Vi25pzVzDn8gfP5A4WQjVA=</latexit>

q

<latexit sha1_base64="XZpaklzhNYUqJ0HX7Vetp070WZY=">AAAB6HicdVDLSgMxFM3UV62vqks3wSK4GjJ9d1dw47IF+4B2KJk008ZmMmOSEcrQL3DjQhG3fpI7/8ZMW0FFD1w4nHMv997jRZwpjdCHldnY3Nreye7m9vYPDo/yxyddFcaS0A4JeSj7HlaUM0E7mmlO+5GkOPA47Xmzq9Tv3VOpWChu9DyiboAngvmMYG2k9t0oX0A2qlYaJQSRXUFOrdEwBKFqvVSEjiEpCmCN1ij/PhyHJA6o0IRjpQYOirSbYKkZ4XSRG8aKRpjM8IQODBU4oMpNlocu4IVRxtAPpSmh4VL9PpHgQKl54JnOAOup+u2l4l/eINZ+3U2YiGJNBVkt8mMOdQjTr+GYSUo0nxuCiWTmVkimWGKiTTY5E8LXp/B/0i3aTtmutMuFZnEdRxacgXNwCRxQA01wDVqgAwig4AE8gWfr1nq0XqzXVWvGWs+cgh+w3j4BQxyNNg==</latexit>

Tq

<latexit sha1_base64="BgjcmbxtrtwPUpdLvEUnJ67vs40=">AAAB6XicdVDLSsNAFJ3UV62vqks3g0VwFSYh0XZXcOOySl/QhjKZTtqhk0mcmQgl9A/cuFDErX/kzr9x+hBU9MCFwzn3cu89YcqZ0gh9WIW19Y3NreJ2aWd3b/+gfHjUVkkmCW2RhCeyG2JFORO0pZnmtJtKiuOQ0044uZr7nXsqFUtEU09TGsR4JFjECNZGum3eDcoVZCO36nsuRLbro5pTM8RHTu3Cg46NFqiAFRqD8nt/mJAspkITjpXqOSjVQY6lZoTTWamfKZpiMsEj2jNU4JiqIF9cOoNnRhnCKJGmhIYL9ftEjmOlpnFoOmOsx+q3Nxf/8nqZjqpBzkSaaSrIclGUcagTOH8bDpmkRPOpIZhIZm6FZIwlJtqEUzIhfH0K/ydt13Y827/xKnV3FUcRnIBTcA4ccAnq4Bo0QAsQEIEH8ASerYn1aL1Yr8vWgrWaOQY/YL19AuXrjZM=</latexit>

q0 = ⇧FTq

<latexit sha1_base64="LfKdEuFrNQonV8rXVB8L747BMLA=">AAAB/3icdVDLSgMxFM3UV62vUcGNm2ARXZVM310IBUFcVugLOqVk0rQNzTyaZIQyduGvuHGhiFt/w51/Y6atoKIHAodz7uWeHCfgTCqEPozEyura+kZyM7W1vbO7Z+4fNKUfCkIbxOe+aDtYUs482lBMcdoOBMWuw2nLGV/GfuuWCsl8r66mAe26eOixASNYaalnHk3O4AW0a6xnu1iNCObR1aw+6ZlplEHFQiWHIMoUkFWqVDRBqFjOZaGlSYw0WKLWM9/tvk9Cl3qKcCxlx0KB6kZYKEY4naXsUNIAkzEe0o6mHnap7Ebz/DN4qpU+HPhCP0/Bufp9I8KulFPX0ZNxSPnbi8W/vE6oBuVuxLwgVNQji0ODkEPlw7gM2GeCEsWnmmAimM4KyQgLTJSuLKVL+Pop/J80sxkrnync5NPV7LKOJDgGJ+AcWKAEquAa1EADEHAHHsATeDbujUfjxXhdjCaM5c4h+AHj7RMlA5WK</latexit>

Tv

<latexit sha1_base64="uOQsAsRMf1au27T/woTRgEyK8hg=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgKeyGiB4DXjxGyQuSJcxOepMhs7PLzGwgLPkDLx4U8eofefNvnDwOmljQUFR1090VJIJr47rfTm5re2d3L79fODg8Oj4pnp61dJwqhk0Wi1h1AqpRcIlNw43ATqKQRoHAdjC+n/vtCSrNY9kw0wT9iA4lDzmjxkpPjUm/WHLL7gJkk3grUoIV6v3iV28QszRCaZigWnc9NzF+RpXhTOCs0Es1JpSN6RC7lkoaofazxaUzcmWVAQljZUsaslB/T2Q00noaBbYzomak1725+J/XTU1452dcJqlByZaLwlQQE5P522TAFTIjppZQpri9lbARVZQZG07BhuCtv7xJWpWyVy3fPFZLtcoqjjxcwCVcgwe3UIMHqEMTGITwDK/w5oydF+fd+Vi25pzVzDn8gfP5A4WQjVA=</latexit>

v0 = ⇧FTv

<latexit sha1_base64="0uBqI7gnOOVBqgr0jxL72UsIJWc=">AAAB/3icdVDLSsNAFJ3UV62vqODGzWARXYUkxrYuhIIgLiv0BU0pk+mkHTp5MDMplNiFv+LGhSJu/Q13/o2TtoKKHhg4nHMv98zxYkaFNM0PLbe0vLK6ll8vbGxube/ou3tNESUckwaOWMTbHhKE0ZA0JJWMtGNOUOAx0vJGV5nfGhMuaBTW5SQm3QANQupTjKSSevrB+AReQrdGe26A5BAjll5P6+OeXjSNi0rJdkrQNEyzbNlWRuyyc+ZASykZimCBWk9/d/sRTgISSsyQEB3LjGU3RVxSzMi04CaCxAiP0IB0FA1RQEQ3neWfwmOl9KEfcfVCCWfq940UBUJMAk9NZiHFby8T//I6ifQr3ZSGcSJJiOeH/IRBGcGsDNinnGDJJoogzKnKCvEQcYSlqqygSvj6KfyfNG3DcozzW6dYtRd15MEhOAKnwAJlUAU3oAYaAIM78ACewLN2rz1qL9rrfDSnLXb2wQ9ob58q+5WN</latexit>

v

<latexit sha1_base64="Xd86208oFiv4SzvqIuzX3deynvI=">AAAB6HicdVDLSsNAFL3xWeur6tLNYBFchSTGtu4Kbly2YB/QhjKZTtqxkwczk0IJ/QI3LhRx6ye582+ctBVU9MCFwzn3cu89fsKZVJb1Yaytb2xubRd2irt7+weHpaPjtoxTQWiLxDwWXR9LyllEW4opTruJoDj0Oe34k5vc70ypkCyO7tQsoV6IRxELGMFKS83poFS2zOtaxXEryDItq2o7dk6cqnvpIlsrOcqwQmNQeu8PY5KGNFKEYyl7tpUoL8NCMcLpvNhPJU0wmeAR7Wka4ZBKL1scOkfnWhmiIBa6IoUW6veJDIdSzkJfd4ZYjeVvLxf/8nqpCmpexqIkVTQiy0VBypGKUf41GjJBieIzTTARTN+KyBgLTJTOpqhD+PoU/U/ajmm75lXTLdedVRwFOIUzuAAbqlCHW2hACwhQeIAneDbujUfjxXhdtq4Zq5kT+AHj7RNBF400</latexit>

Tq

<latexit sha1_base64="BgjcmbxtrtwPUpdLvEUnJ67vs40=">AAAB6XicdVDLSsNAFJ3UV62vqks3g0VwFSYh0XZXcOOySl/QhjKZTtqhk0mcmQgl9A/cuFDErX/kzr9x+hBU9MCFwzn3cu89YcqZ0gh9WIW19Y3NreJ2aWd3b/+gfHjUVkkmCW2RhCeyG2JFORO0pZnmtJtKiuOQ0044uZr7nXsqFUtEU09TGsR4JFjECNZGum3eDcoVZCO36nsuRLbro5pTM8RHTu3Cg46NFqiAFRqD8nt/mJAspkITjpXqOSjVQY6lZoTTWamfKZpiMsEj2jNU4JiqIF9cOoNnRhnCKJGmhIYL9ftEjmOlpnFoOmOsx+q3Nxf/8nqZjqpBzkSaaSrIclGUcagTOH8bDpmkRPOpIZhIZm6FZIwlJtqEUzIhfH0K/ydt13Y827/xKnV3FUcRnIBTcA4ccAnq4Bo0QAsQEIEH8ASerYn1aL1Yr8vWgrWaOQY/YL19AuXrjZM=</latexit>

q0 = ⇧FTq

<latexit sha1_base64="LfKdEuFrNQonV8rXVB8L747BMLA=">AAAB/3icdVDLSgMxFM3UV62vUcGNm2ARXZVM310IBUFcVugLOqVk0rQNzTyaZIQyduGvuHGhiFt/w51/Y6atoKIHAodz7uWeHCfgTCqEPozEyura+kZyM7W1vbO7Z+4fNKUfCkIbxOe+aDtYUs482lBMcdoOBMWuw2nLGV/GfuuWCsl8r66mAe26eOixASNYaalnHk3O4AW0a6xnu1iNCObR1aw+6ZlplEHFQiWHIMoUkFWqVDRBqFjOZaGlSYw0WKLWM9/tvk9Cl3qKcCxlx0KB6kZYKEY4naXsUNIAkzEe0o6mHnap7Ebz/DN4qpU+HPhCP0/Bufp9I8KulFPX0ZNxSPnbi8W/vE6oBuVuxLwgVNQji0ODkEPlw7gM2GeCEsWnmmAimM4KyQgLTJSuLKVL+Pop/J80sxkrnync5NPV7LKOJDgGJ+AcWKAEquAa1EADEHAHHsATeDbujUfjxXhdjCaM5c4h+AHj7RMlA5WK</latexit>

q

<latexit sha1_base64="XZpaklzhNYUqJ0HX7Vetp070WZY=">AAAB6HicdVDLSgMxFM3UV62vqks3wSK4GjJ9d1dw47IF+4B2KJk008ZmMmOSEcrQL3DjQhG3fpI7/8ZMW0FFD1w4nHMv997jRZwpjdCHldnY3Nreye7m9vYPDo/yxyddFcaS0A4JeSj7HlaUM0E7mmlO+5GkOPA47Xmzq9Tv3VOpWChu9DyiboAngvmMYG2k9t0oX0A2qlYaJQSRXUFOrdEwBKFqvVSEjiEpCmCN1ij/PhyHJA6o0IRjpQYOirSbYKkZ4XSRG8aKRpjM8IQODBU4oMpNlocu4IVRxtAPpSmh4VL9PpHgQKl54JnOAOup+u2l4l/eINZ+3U2YiGJNBVkt8mMOdQjTr+GYSUo0nxuCiWTmVkimWGKiTTY5E8LXp/B/0i3aTtmutMuFZnEdRxacgXNwCRxQA01wDVqgAwig4AE8gWfr1nq0XqzXVWvGWs+cgh+w3j4BQxyNNg==</latexit>

Tc

<latexit sha1_base64="G7xLOIUCHEsJSewWgidr37G7XUw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY8FLx6rtLXQhrLZbtqlm03YnQgl9B948aCIV/+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZ37j09cGxGrFk4T7kd0pEQoGEUrPbTYoFxxq+4CZJ14OalAjuag/NUfxiyNuEImqTE9z03Qz6hGwSSflfqp4QllEzriPUsVjbjxs8WlM3JhlSEJY21LIVmovycyGhkzjQLbGVEcm1VvLv7n9VIMb/xMqCRFrthyUZhKgjGZv02GQnOGcmoJZVrYWwkbU00Z2nBKNgRv9eV10qlVvXr16r5eadTyOIpwBudwCR5cQwPuoAltYBDCM7zCmzNxXpx352PZWnDymVP4A+fzB2jEjT0=</latexit>

⇧HTc

<latexit sha1_base64="y2/0Opv3tnO41Z6NYC4wRq6F2Y0=">AAAB+nicdVDLSgMxFM3UV62vVpdugkVwNWSGjra7gpsuK/QFnVIyaaYNzWSGJKOUsZ/ixoUibv0Sd/6N6UNQ0QOBwzn3ck9OkHCmNEIfVm5jc2t7J79b2Ns/ODwqlo47Kk4loW0S81j2AqwoZ4K2NdOc9hJJcRRw2g2m1wu/e0ulYrFo6VlCBxEeCxYygrWRhsWS32RDP8J6QjDPGvMWGRbLyEZu1au4ENmuh2pOzRAPObXLCnRstEQZrNEcFt/9UUzSiApNOFaq76BEDzIsNSOczgt+qmiCyRSPad9QgSOqBtky+hyeG2UEw1iaJzRcqt83MhwpNYsCM7kIqX57C/Evr5/qsDrImEhSTQVZHQpTDnUMFz3AEZOUaD4zBBPJTFZIJlhiok1bBVPC10/h/6Tj2k7F9m4q5bq7riMPTsEZuAAOuAJ10ABN0AYE3IEH8ASerXvr0XqxXlejOWu9cwJ+wHr7BJ5BlDY=</latexit>

c0 = ⇧FTc

<latexit sha1_base64="L9sA3h3azZ8KFnVTKFH3oxqWhgs=">AAAB/3icdVDLSgMxFL1TX7W+qoIbN8EiuirToaWdhVAQxGWFvqAzlEyatqGZB0lGKGMX/oobF4q49Tfc+Tdm2goqeiBwOOde7snxIs6kMs0PI7Oyura+kd3MbW3v7O7l9w/aMowFoS0S8lB0PSwpZwFtKaY47UaCYt/jtONNLlO/c0uFZGHQVNOIuj4eBWzICFZa6uePyBm6QE6D9R0fqzHBPLmaNUk/XzCLdq1SsarILJpzaGLbtmlVUGmpFGCJRj//7gxCEvs0UIRjKXslM1JugoVihNNZzokljTCZ4BHtaRpgn0o3meefoVOtDNAwFPoFCs3V7xsJ9qWc+p6eTEPK314q/uX1YjWsuQkLoljRgCwODWOOVIjSMtCACUoUn2qCiWA6KyJjLDBRurKcLuHrp+h/0raKpXKxclMu1K1lHVk4hhM4hxJUoQ7X0IAWELiDB3iCZ+PeeDRejNfFaMZY7hzCDxhvn/U+lWs=</latexit>

c

<latexit sha1_base64="qmx2mstYNVtF8x2QHEvixb73vN8=">AAAB6HicdVDLSsNAFL3xWeur6tLNYBFchSQ0tNkV3LhswT6gDWUynbRjJw9mJkIJ/QI3LhRx6ye582+cthFU9MCFwzn3cu89QcqZVJb1YWxsbm3v7Jb2yvsHh0fHlZPTrkwyQWiHJDwR/QBLyllMO4opTvupoDgKOO0Fs+ul37unQrIkvlXzlPoRnsQsZAQrLbXJqFK1TK/huk4dWaa1giae51mOi+xCqUKB1qjyPhwnJItorAjHUg5sK1V+joVihNNFeZhJmmIywxM60DTGEZV+vjp0gS61MkZhInTFCq3U7xM5jqScR4HujLCayt/eUvzLG2QqbPg5i9NM0ZisF4UZRypBy6/RmAlKFJ9rgolg+lZEplhgonQ2ZR3C16fof9J1TLtmuu1atekUcZTgHC7gCmyoQxNuoAUdIEDhAZ7g2bgzHo0X43XdumEUM2fwA8bbJynEjSU=</latexit>

(a)

<latexit sha1_base64="Ac+cs8EQeHY6Uohp+aTWQJMy8+k=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXInoMevEY0TwgWcLspDcZMju7zMwKIeQTvHhQxKtf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGtzO/9YRK81g+mnGCfkQHkoecUWOlhzI97xVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNi4pXrVzeV0u1myyOPJzAKZTBgyuowR3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8Ai0ONUg==</latexit>

(b)

<latexit sha1_base64="zVpXaXYpCy/5Krr2sSqRENfT7FA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXInoMevEY0TwgWcLspDcZMju7zMwKIeQTvHhQxKtf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGtzO/9YRK81g+mnGCfkQHkoecUWOlh3Jw3iuW3Io7B1klXkZKkKHeK351+zFLI5SGCap1x3MT40+oMpwJnBa6qcaEshEdYMdSSSPU/mR+6pScWaVPwljZkobM1d8TExppPY4C2xlRM9TL3kz8z+ukJrz2J1wmqUHJFovCVBATk9nfpM8VMiPGllCmuL2VsCFVlBmbTsGG4C2/vEqaFxWvWrm8r5ZqN1kceTiBUyiDB1dQgzuoQwMYDOAZXuHNEc6L8+58LFpzTjZzDH/gfP4AjMiNUw==</latexit>

Figure 3: A visual interpretation of how the Bellman operator can push the value estimates
outside the space of representable functions and the role of the projection operator. The set
F corresponds to the (parameterized) space of value functions and H is the set of functions
that approximate (project) the Bellman error T v − v. Potential settings include F = H
(visualized in Figure 1), F ⊂ H visualized in (a) and F 6= H visualized in (b). In (a), we
highlight two cases: T v is not representable by any function in F or H, or T v is representable
by functions in H but not F . In (b) we see examples of projections when F intersects H.

This assumption is easily satisfied by linear functions with a fixed basis φ(s), with bounded
weights. For any two functions with weights w1 and w2, the function defined by weights
(1 − c)w1 + cw2 is also in the set. More generally, typical convex nonlinear function
approximation sets used in machine learning are reproducing kernel Hilbert spaces. Many
classes of neural networks have been shown to be expressible as RKHSs (see Bietti and
Mairal (2019) for a nice overview), including neural networks with ReLU activations as are
commonly used in RL. Therefore, this is not an overly restrictive assumption.

4.4 The Connection to Previous PBE Objectives

In this section we show how the generalized PBE lets us express the linear PBE, and
even the nonlinear PBE, by selecting different sets H. First let us consider the linear
PBE. The easiest way to see this is to use the saddlepoint formulations developed for
the linear PBE (Mahadevan et al., 2014; Liu et al., 2016; Touati et al., 2018). The goal
there was to re-express the existing linear PBE using a saddlepoint form, rather than to
re-express the BE or find connections between them. The linear PBE = ‖b−Aw‖2C−1 can
be rewritten using the conjugate for the two norm. The conjugate for the two-norm is
1
2‖y‖C−1 = maxh y

>h− 1
2‖h‖2C, with optimal h = C−1y. Correspondingly, we get

1
2‖b−Aw‖2C−1 = max

h∈Rd
(b−Aw)>h− 1

2‖h‖2C

where the solution for h = C−1(b−Aw). This solution makes the first term equal to ‖b−
Aw‖2C−1 and the second term equal to −1

2‖b−Aw‖2C−1 ; adding them gives 1
2‖b−Aw‖2C−1 .

We can obtain the same formulation under the PBE, by restricting F andH to be the same
set of linear functions. Let L = {f : S → R : f(s) = x(s)>w,w ∈ Rd}. For F = H = L, we
have that h∗ = arg minh∈L

∑
s∈S d(s) (Eπ[δ(w) | S = s]− h(s))2 satisfies h∗(s) = x(s)>h∗.

This h∗ is the linear regression solution for targets δ(w), so h∗ = E
[
xx>

]−1 E[xδ(w)] which
equals C−1(b−Aw). We can further verify that the resulting PBE matches the linear PBE
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(see Appendix C). This result is alluded to in the connection between the NEU and the
KBE, in (Feng et al., 2019, Corollary 3.5), but not explicitly shown.

This connection also exists with the nonlinear PBE, but with a surprising choice for
the parameterization of h: using the gradient of the value estimate as the features. The
nonlinear PBE is defined as (Maei et al., 2009)

nonlinear PBE(w) = E[δ(w)∇wv̂w(s)]> E
[
∇wv̂w(s)∇wv̂w(s)>

]−1
E[δ(w)∇wv̂w(s)] .

This corresponds to the linear PBE when F = L, because ∇wv̂w(s) = x(s). Define set
Gw = {f : S → R : f(s) = y(s)>h,h ∈ Rd and y(s) = ∇wv̂w(s)}. Notice that this function
set for h changes as w changes. Then we get that

h∗nl = arg min
h∈Gw

∑
s∈S

d(s) (Eπ[δ(w) | S = s]− h(s))2

satisfies h∗nl(s) = ∇wv̂w(s)>h∗nl where h∗nl = E
[
∇wv̂w(s)∇wv̂w(s)>

]−1
E[δ(w)∇wv̂w(s)].

Plugging this optimal h back into the formula, we get that

max
h∈Gw

∑
s∈S

d(s)
(
2Eπ[δ(w) | S = s]h(s)− h(s)2

)
=
∑
s∈S

d(s)
(
2Eπ[δ(w) | S = s]h∗nl(s)− h∗nl(s)

2
)

=
(∑
s∈S

d(s)2Eπ[δ(w) | S = s]∇wv̂w(s)>
)
h∗nl −

∑
s∈S

d(s)(h∗nl)
>∇wv̂w(s)∇wv̂w(s)>h∗nl

= 2E[δ(w)∇wv̂w(s)]>h∗nl − (h∗nl)
>E[∇wv̂w(s)∇wv̂w(s)>]h∗nl

= 2nonlinear PBE(w)− nonlinear PBE(w)

= nonlinear PBE(w)

This nonlinear PBE is not an instance of the generalized PBE, as we have currently defined
it, because the H changes with w. It is possible that such a generalization is worthwhile, as
using the gradient of the values as features is intuitively useful. Further, interchangeability
should still hold, as the exchange of the maximum was done for a fixed w. Therefore, it is
appropriate to explore an H that changes with w, and in our experiments we test H = Gw.

In summary, in this section we introduced the generalized PBE and highlighted connec-
tions to the linear PBE and BE. The generalized PBE provides a clear path to develop
value estimation under nonlinear function approximation, providing a strict generalization
of the linear PBE. Two secondary benefits are that the generalized PBE provides a clear
connection between the BE and PBE, based on a difference in the choice of projection (H),
and resolves the identifiability issue in the BE.

5. Understanding the Impact of Choices in the Generalized PBE

The two key choices in the Generalized PBE is the state-weighting and the (projection)
set H. There are at least three clear criteria for selecting H and the state-weighting: (1)
the quality of the solution, (2) the feasibility of implementation and (3) the estimation
error during learning and the impact on learning the primary weights. In this section, we
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provide some conceptual and empirical insight into how to choose H, and empirically show
that the choice of weighting can significantly change the quality of the solution. After first
showing that these choices clearly matter, and some intuition for why, we then provide
theory characterizing the quality of the solution in the following section.

5.1 The Projection Set and the Quality of the Solution

The first criteria parallels the long-standing question about the quality of the solution under
the linear PBE versus the BE. The examples developed for that comparison provide insights
on H. In this section, we revisit these examples, now in context of the generalized PBE.

Objectives based on Bellman errors perform backwards bootstrapping, where the value
estimates in a state s are adjusted both toward the value of the next state and the value
of the previous state. In the case of the BE, backwards bootstrapping can become an
issue when two or more states are heavily aliased and these aliased states lead to successor
states with highly different values. Because the aliased states look no different to the
function approximator, they must be assigned the same estimated value. For each of these
aliased states, backwards bootstrapping forces the function approximator to balance between
accurately predicting the successor values for all aliased states, as well as adjusting the
successor values to be similar to those of the aliased states.

The PBE, on the other hand, projects the error for the aliased states, ignoring the
portion of the Bellman error that forces the function approximator to balance the similarity
between the aliased state value and the successor state value. This allows the function
approximator the freedom to accurately estimate the values of the successor states without
trading off error in states which it cannot distinguish.

To make this concrete, consider the following 4-state MDP from Sutton et al. (2009).
State A1 and A2 are aliased under the features for F . For the linear PBE, H = F , and so
the states are also aliased when approximating h. For the BE, they are not aliased for h.
A1 transitions to B and terminates with reward 1. A2 transition to C and terminates with
reward 0. The linear PBE results in the correct values for B and C—1 and 0 respectively—
because it does not suffer from backwards bootstrapping. The BE, on the other hand, assigns
them values 3

4 and 1
4 , to reduce Bellman errors at A1 and A2. A generalized PBE with other

H 6= F would suffer the same issue as the BE in this example, unless the projection ΠH
mapped errors in the aliased states to zero.

On the other hand, the linear PBE can find solutions where the Bellman error is very
high, even though the projected Bellman error is zero. Consider the plane of value functions
that can be represented with a linear function approximator. The Bellman operator can
take the values far off of this surface, only to be projected back to this surface through the
projection operator. At the fixed-point, this projection brings the value estimate back to
the original values and the distance that the value estimate moved on the plane is zero, thus
the PBE is zero. The PBE can be zero even when the BE is large. Kolter (2011) provides
an example where the solution under the PBE can be made arbitrarily far from the true
value function. We expand on this example in Figure 4, and show that the solution under
the linear PBE can be arbitrarily poor, even though the features allow for an ε accurate
value estimate and the solution under the BE is very good.
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Figure 4: The visualization above shows how the PBE solution can result in arbitrarily bad
value error under some behaviours. The blue line above is the same as the visualization
used in prior work to demonstrate issues with minimizing PBE (see Kolter (2011) for a
description of the counterexample). The vertical axis measures VE and the horizontal axis
different behavior policies. This figure differs from Kolter (2011); we show that the BE
solution exhibits low error and highlight the impact of changing H. The size of the set H
increases from the left subplot to the right. More behavior policies result in low generalized
PBE as the set H increases.

If we use an emphasis weighting for the states, rather than behavior visitation, then the
solution under the PBE becomes reasonable. Further, even just a small change to H so that
H 6= F resolves this counterexample. Ideally, we would use an H similar to F , to avoid
backwards bootstrapping. Conceptually, a potentially reasonable choice for H is therefore
either (1) H = F with some consideration on adjusting the state weighting and (2) an H
that is only slightly bigger than F , potentially with the inclusion of an additional feature.

A Simple Experiment for Solution Quality Under Different Weightings and H
We empirically investigate the quality of the solution under the PBE and BE with three
different weightings: db, dπ and m. The solution quality is measured by the VE under db
and dπ. We compute the fixed-point of each objective on a 19-state random walk with
randomly chosen target and behavior policies. To isolate the impact of representation on
the fixed-points, we investigate several forms of state representation where vπ is outside the
representable function class. We include the Dependent features from Sutton et al. (2009),
randomly initialized sparse ReLu networks, tile-coded features, and state aggregation.

The random-walk has 19 states with the left-most and right-most state being terminal.
The reward function is zero everywhere except on transitioning into the right-most terminal
state where the agent receives +1 reward, and on the left-most terminal state where the
agent receives -1 reward. The discount factor is set to γ = 0.99.

We run each experimental setting one million times with a different randomly initialized
neural network, random offset between tilings in the tile-coder, and randomly sampled
target and behavior policy. The policies are chosen uniformly randomly on the standard
simplex. The neural network is initialized with a Xavier initialization (Glorot and Bengio,
2010), using 76 nodes in the first hidden layer and 9 nodes in the final feature layer. Then
25% of the neural network weights are randomly set to zero to encourage sparsity between
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Figure 5: Investigating the VE of the fixed-points of PBE and BE under db, dπ, and m on
a 19-state random walk. All errors are computed closed form given access to the reward
and transition dynamics. The fixed-point of the PBE with emphatic weighting consistently
has the lowest error across several different state representations (light color); while the
fixed-point of the PBE under db has the highest error (dark blue). Results are averaged over
one million randomly generated policies and state representations.

connections and to increase variance between different randomly generated representations.
The tile-coder uses 4 tilings each offset randomly and each containing 4 tiles. The state
aggregator aggressively groups the left-most states into one bin and the right-most states
into another, creating only two features.

Figure 5 shows the normalized log-error of the fixed-points of the PBE and BE under
each weighting. A normalized error between [0, 1], for each representation, is obtained by
(1) computing the best value function representable by those features, minv∈F VE(v) under
db or dπ and (2) subtracting this minimal VE, and normalizing by the maximum VE for
each column (across objectives and weightings for a fixed representation). The fixed-points
are computed using their least-squares closed form solutions given knowledge of the MDP
dynamics. Plotted is the mean error across the one million randomly initialized experimental
settings. The standard error between settings is negligibly small.

Interestingly, the fixed-points corresponding to weighting db consistently have the highest
error across feature representations, even on the excursion VE error metric with weighting db.
The PBE under emphatic weighting, m, consistently has the lowest error across all feature
representations, though is slightly outperformed by PBE with weighting dπ for the VE with
weighting dπ. In these experiments, the BE appears to have no advantages over the PBE,
meaning that the more restricted H for PBE produces sufficiently high quality solutions.

5.2 Feasibility of the Implementation

There are many feasible choices for estimating h. Likely the simplest is to use the same
approximator for h as for the values. For example, this might mean that h and v use the
same features, or that we have two heads on a shared neural network. However, we could
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feasibly consider a much bigger class for h, because h is only used during training, not
prediction. For example, we might want v to be efficient to query, and so use a compact
parametric function approximator. But h could use a more computationally costly function
approximator, updated with replay between agent-environment interaction steps.

To expand the space H, one feasible approach is to use a separate set of features for H or
learn a separate neural network. The separate neural network implicitly can learn a different
set of features, and so allows h to use different features than v. If we allow this second
neural network to be much bigger, then we expand the space H and make the generalized
PBE closer to the BE.

We can take this expansion further by using nonparametric function approximators for h.
For example, a reservoir of transitions can be stored, where Eπ[δt | St = s] is approximated
using a weighted average over δt in the buffer, where the weighting is proportional to
similarity between that state and s. This is the strategy taken by the Kernel BE (Feng
et al., 2019), precisely to reduce bias in h and so better approximate the BE.

When learning online, this non-parametric approach is less practical. Either a large
buffer needs to be maintained, or a sufficient set of representative transitions identified and
stored. Further, it is not clear that estimating the BE more closely is actually desirable, as
discussed in the previous section. In this work, where we learn online, we advocate for the
simplest approach: a shared network, with two heads (see Section 8.2). We also show that
learning two separate neural networks performs comparably, in Section 9.5.

5.3 Estimation Error and the Impact on Primary Weight Updates

The generalized PBE presents an additional trade-off between approximation error and
estimation error in h. A rich H may reduce the approximation error (and projection penalty)
at the expense of higher error in estimating δt via h. A more restricted H may yield lower
estimation error, because less data is needed to estimate h. Note that this trade-off is for
approximating/estimating the objective itself. It is different from—and secondary to—the
approximation-estimation trade-off for the value function with set F .

One strategy to restrict H is to add regularization on h. For example, an `2 regularizer
constrains h to be closer to zero—reducing variance—and improves convergence rates. This
strategy was introduced in an algorithm called TD with Regularized Corrections (TDRC)
and the control variant, Q-learning with Regularized Corrections (QRC) (Ghiassian et al.,
2020). Empirically, these algorithms performed comparably to their TD counterparts, in
some cases performing significantly better. This particular constraint on H was particularly
appropriate, because the bias from regularization asymptotically disappears: at the TD
fixed-point, the true parameters θ are zero and regularization biases θ towards zero.

More generally, the criteria for selecting H is about improving the primary update, rather
than necessarily reducing approximation error or estimation error for H. Characterizing
how H improves updates for the primary weights remains an open question. One could
imagine algorithmic strategies to identify such an H using meta-learning, with the objective
to optimize features for H to make the primary weights learn more quickly. This question
is particularly difficult to answer, as h can be used in two ways: within the standard
saddlepoint update or for gradient corrections, as we discuss further in Section 7. With
gradient corrections, the interim bias in h is less problematic than in the saddlepoint update.
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In this work, we again advocate for a simple choice: reducing estimation error for H
using `2 regularization, within a gradient corrections update as in TDRC (Ghiassian et al.,
2020). We find this choice to be generally effective, and easy to use. Nonetheless, there is
clearly much more investigation that can be done to better understand the choice of H.

6. Bounding Value Error & the Impact of Weighting on Solution Quality

The desired objective to minimize is the value error with weighting deval. We, however,
optimize a surrogate objective, like the PBE, with a potentially different weighting d. In
fact, in the last section in Figure 5, we saw the it can be better to pick d 6= deval, where
optimizing PBE with d = m produce better solutions in terms of VE with deval = db than
PBE with d = db. In this section, we characterize the solution quality under the generalized
PBE, which depends both on H and d.

Let vw be the vector consisting of value function estimates v(s,w). Further, let vwH,d be

the solution to the generalized PBE. Similarly to prior theoretical work (Yu and Bertsekas,
2010, Equation 5), our goal is to find bounds of the form

‖vwH,d − vπ‖deval︸ ︷︷ ︸
Value error

≤ C(deval, d,H) ‖ΠF ,dvπ − vπ‖d︸ ︷︷ ︸
Approximation error

(20)

where the constant C(deval, d,H) in the bound depends on the two weightings and the
projection set H. The term ‖ΠF ,dvπ−vπ‖d = minv∈F ‖v−vπ‖d represents the approximation
error: the lowest error under function class F if we could directly minimize VE under our
weighting d. Compared to prior theoretical work (Yu and Bertsekas, 2010, Equation 5), here
we generalize to the nonlinear setting and where d may not equal deval. We start in the case
where H = F , and then generalize to H ⊃ F—where H is a superset of F—in the following
subsection. Many of these results build on existing work, which we reference throughout; we
also provide a summary table of existing results in the appendix, in Table 1.

6.1 Upper Bound on VE when H = F
Throughout this section we will assume that H = F , so that the projection operator for
both the objective and value function space is the same. This matches the setting analyzed
for the linear PBE, though here we allow for nonlinear functions.

Our goal is to characterize the solution to the PBE, the fixed point vwF,d = ΠF ,dT vwF,d .
The typical approach is to understand the properties of T under norm ‖ · ‖d, as in Bertsekas
and Tsitsiklis (1996, Lemma 6.9) or White (2017, Theorem 1). However, we can actually
obtain more general results, by directly characterizing ΠF ,dT and making assumptions about
the norm only for a subset of value functions. This approach builds on the strategy taken
by Kolter (2011, Theorem 2), where the choice of d was constrained to ensure a contraction,
and on the strategy taken by Ghosh and Bellemare (2020, Theorem 4.3), where the set of
value functions is constrained to ensure a contraction. We combine the two ideas and get a
more general condition, as well as an extension to nonlinear function approximation.

Assumption 1 (Convex Function Space) The set F is convex.

This convexity assumption is needed to ensure the projection operator has the typical
properties, particularly that ‖ΠF ,d(v1 − v2)‖d ≤ ‖v1 − v2‖d for all v1, v2 ∈ F .
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To characterize the Bellman operator, it will be useful to directly define the discounted
transition operator (matrix) under π, Pπ,γ ∈ R|S|×|S|, where

Pπ,γ(s, s′)
def
=
∑
a

π(a|s)P (s′|s, a)γ(s, a, s′) (21)

For a constant discount of γc < 1 in the continuing setting, this simplifies to Pπ,γ(s, s′) = γcPπ

for Pπ(s, s′)
def
=
∑

a π(a|s)P (s′|s, a). We can characterize when the projected Bellman operator
is a contraction, by using either the norm of this discounted transition operator or the norm
of the projected discounted transition operator for a restricted set of value functions.

Definition 2 (Discounted Transition Constant) Define the discounted transition con-

stant cd
def
= ‖Pπ,γ‖d, the weighted spectral norm of the discounted transition operator Pπ,γ.

Definition 3 (Operator Constant) Define the projected Bellman operator constant
cF ,d > 0 for the set of value functions Fsub ⊆ F as the constant that satisfies

‖ΠF ,dPπ,γ(v1 − v2)‖d ≤ cF ,d‖v1 − v2‖d for any v1, v2 ∈ Fsub. (22)

Notice that cF ,d ≤ cd because ‖ΠF ,dPπ,γv‖d ≤ ‖Pπ,γv‖d for any v.

We show next that the VE of the solution vwF,d to the generalized PBE is upper bounded
by the approximation error times a constant. This constant depends only on the discounted
transition constant, if it is less than 1, and otherwise depends also on the operator constant.

Theorem 4 Assume cF ,d < 1. Let

C(d,F)
def
=

{
1+cd

1−cF,d if cd ≥ 1;
1

1−cd if cd < 1.
(23)

Then ‖vwF,d − vπ‖d ≤ C(d,F)‖ΠF ,dvπ − vπ‖d. (24)

Proof Case 1: cd < 1. This follows using the standard strategy in Bertsekas and Tsitsiklis
(1996, Lemma 6.9) or White (2017, Theorem 1). Notice first that vwF,d = ΠF ,dT vwF,d , since

it is a solution to the PBE. Also note that vπ = T vπ.

‖vwF,d − vπ‖d ≤ ‖vwF,d −ΠF ,dvπ‖d + ‖ΠF ,dvπ − vπ‖d
= ‖ΠF ,dT vwF,d −ΠF ,dT vπ‖d + ‖ΠF ,dvπ − vπ‖d
= ‖ΠF ,dT (vwF,d − vπ)‖d + ‖ΠF ,dvπ − vπ‖d
≤ ‖T (vwF,d − vπ)‖d + ‖ΠF ,dvπ − vπ‖d
= ‖Pπ,γ(vwF,d − vπ)‖d + ‖ΠF ,dvπ − vπ‖d
≤ ‖Pπ,γ‖d‖vwF,d − vπ‖d + ‖ΠF ,dvπ − vπ‖d
≤ cd‖vwF,d − vπ‖d + ‖ΠF ,dvπ − vπ‖d

=⇒ (1− cd)‖vwF,d − vπ‖d ≤ ‖ΠF ,dvπ − vπ‖d.

Note that in the above T (vwF,d − vπ) = T vwF,d − T vπ = Pπ,γvwF,d − Pπ,γvπ because the
reward term in the Bellman operator cancels in the subtraction.

26



A Generalized Projected Bellman Error

Case 2: cd ≥ 1. For this case, we use the approach in Kolter (2011, Theorem 2). We
cannot use the above approach, since (1− cd) is negative. We start again by adding and
subtracting ΠF ,dvπ, but bound the first term differently.

‖vwF,d −ΠF ,dvπ‖d = ‖ΠF ,dT vwF,d −ΠF ,dT vπ‖d
= ‖ΠF ,dPπ,γvwF,d −ΠF ,dPπ,γvπ‖d

≤‖ΠF ,dPπ,γvwF,d −ΠF ,dPπ,γΠF ,dvπ‖d + ‖ΠF ,dPπ,γΠF ,dvπ −ΠF ,dPπ,γvπ‖d.
By assumption cF ,d < 1 and both vwF,d ∈ F and ΠF ,dvπ ∈ F . Therefore, for the first term

‖ΠF ,dPπ,γvwF,d −ΠF ,dPπ,γΠF ,dvπ‖d ≤ cF ,d‖vwF,d −ΠF ,dvπ‖d ≤ cF ,d‖vwF,d − vπ‖d.
For the second term, we have that

‖ΠF ,dPπ,γΠF ,dvπ −ΠF ,dPπ,γvπ‖d ≤ ‖Pπ,γΠF ,dvπ − Pπ,γvπ‖d ≤ cd‖ΠF ,dvπ − vπ‖d.
Putting this all together, we have

‖vwF,d − vπ‖d ≤ ‖vwF,d −ΠF ,dvπ‖d + ‖ΠF ,dvπ − vπ‖d
≤ cF ,d‖vwF,d − vπ‖d + (1 + cd)‖ΠF ,dvπ − vπ‖d

=⇒ (1− cF ,d)‖vwF,d − vπ‖d ≤ (1 + cd)‖ΠF ,dvπ − vπ‖d.

Finally, we can get the desired result in Equation (20), by considering a different state
weighting deval for the evaluation versus the state weighting d we use in the PBE. For
example, in the off-policy setting, deval could correspond to dπ but we learn under d = db or
the emphatic weighting d = m. It is appropriate to separate the evaluation and solution
weightings, as it may not be feasible to use d = deval and further it is even possible we can
improve our solution by carefully selecting d different from deval. Some insights about when
this choice can be beneficial has been provided in seminal work on policy gradient methods
(Kakade and Langford, 2002). We do not explore when we can obtain such improvements in
this work. Our bounds assume worst case differences, as per the next definition, and so the
bound on solution quality is bigger when d 6= deval.

Definition 5 (State Weighting Mismatch) Define the state weighting mismatch be-
tween the desired weighting deval and the weighting used in the solution d as

κ(deval, d)
def
= max

s∈S

deval(s)

d(s)
. (25)

Corollary 6 Again assuming cF ,d < 1, we can further bound the error under a different
weighting deval

‖vwF,d − vπ‖deval ≤
√
κ(deval, d)C(d,F)‖ΠF ,dvπ − vπ‖d.

Proof We use the state mismatch κ(deval, d) = maxs∈S
deval(s)
d(s) and get

‖vwF,d − vπ‖2deval =
∑
s∈S

deval(s)(vwF,d(s)− vπ(s))2 =
∑
s∈S

deval(s)
d(s)

d(s)
(vwF,d − vπ)2

≤ κ(deval, d)
∑
s∈S

d(s)(vwF,d − vπ)2 = κ(deval, d)‖vwF,d − vπ‖2d.
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Combined with the inequality in Equation (24), we obtain

‖vwF,d − vπ‖deval ≤
√
κ(deval, d)C(d,F)‖ΠF ,dvπ − vπ‖d

This corollary gives us the desired result, specifically with C(deval, d,F) =
√
κ(deval, d)C(d,F).

The next question is when we can expect cF ,d < 1 or cd < 1. More is known about when
cd < 1, because this is the condition used to prove that on-policy TD and emphatic TD are
convergent: under d = dπ and d = m, we know that sd < 1 (White, 2017, Theorem 1). It is
clear that other weights d will give this result, but we also know certain off-policy settings
where sd > 1, such as in Baird’s counterexample. Even if sd ≥ 1, we can still ensure the
projected Bellman operator is a contraction by either limiting the set of weightings d or F so
that cF ,d < 1. Of course, if d = dπ or m, then automatically cF ,d < 1 because for all d and
F , cF ,d ≤ cd. We provide some characterization of these constants in the next proposition,
including both known results and a few novel ones.

Proposition 7 The following statements are true about cd.

1. If d = dπ or d = m, then cd < 1.

2. If d = dπ and the discount is a constant γc < 1 (a continuing problem), then cd = γc.

3. If d = dπ and for some constant γc, γ(s, a, s′) ≤ γc for all (s, a, s′), then cd ≤ γc.

4. If dπ(s) > 0 iff d(s) > 0, then cd ≤ sdπ
√
κ(d, dπ)κ(dπ, d).

The proof for this result, as well as the remaining proofs, are in Appendix D. The
previous proofs were included in the main body, as they provide useful intuition.

There is an important relationship between quality of the solution and convergence
of TD, given by cF ,d. If cF ,d < 1, then the projected Bellman operator is a contraction.
Correspondingly, the update underlying TD converges. Off-policy TD, therefore, can
converge, as long as d or F are chosen such that cF ,d < 1. Additionally, notice that we only
have bounds on the solution quality under this same criteria. This suggests the following
pessimistic conclusion: gradient TD methods, even if they ensure convergence, may not
ensure convergence to a quality solution. Therefore, we should eschew them altogether and
instead should focus on controlling the weighting d or the function space F .

However, this conclusion only arises due to the looseness of the bound. The theorem
statement requires cF ,d < 1 for all of F . The proof itself only requires this contraction
property for vwF,d and ΠF ,dvπ. The projected operator could be an expansion during the
optimization and the final quality of the solution under gradient descent will still be good as
long as cFopt,d < 1 for Fopt ⊂ F a small subset of F that contains vwF,d and ΠF ,dvπ.

Corollary 8 Assume there is a convex subset Fopt ⊂ F where vwF,d ,ΠF ,dvπ ∈ Fopt and
cFopt,d < 1. Then

‖vwF,d − vπ‖d ≤ C(d,Fopt)‖ΠF ,dvπ − vπ‖d.

An example of a problem that satisfies cFopt,d < 1 but not cF ,d < 1 is Baird’s counterex-
ample (Baird, 1995). In fact, vπ ∈ F , and ‖vwF,d − vπ‖d = 0. Rather, the initialization is
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started in a part of the space where the projected Bellman operator is an expansion, causing
off-policy TD to diverge.

On the other hand, Kolter’s counterexample is one where no such convex subset exists.
The distribution d can be chosen to make A more and more singular, correspondingly causing
the TD solution w = A−1b to grow. The distance between the solution of the PBE and the
optimal value function can be arbitrarily large and no such convex set Fopt can exist.

Overall, these results suggest that we should combine all our of techniques to improve
convergence and solution quality. The choice of F and d should be considered, particularly
to improve solution quality. If our function class contains the true value function vπ, then
the approximation error ‖Πdvπ − vπ‖d = 0 and the VE is zero regardless of the operator
constant. Even in this ideal scenario, TD methods can diverge. Gradient methods should
be used to avoid convergence issues, because the projected Bellman operator may not be
a contraction in all parts of the space. Gradient methods can help us reach a part of the
space Fopt where cFopt,d < 1, and so provide an upper bound on the quality of the solution.
An exciting open question remains as how to select F and d, to obtain cFopt,d < 1.

6.2 Upper Bound on VE when H ⊇ F
We next consider more general projections, i.e., for any function space H ⊇ F , that includes
the BE and PBE as special cases. We show two different approaches to upper bounding the
VE: re-expressing the objective using oblique projections and characterizing the difference
to the BE, for which there is a straightforward bound on the VE.

6.2.1 The PBE as an Oblique Projection

The goal of this section is to rewrite the PBE as an oblique projection, which then gives a
generic bound on the value error. The bound relies on the norm of the oblique projection,
which is not easily computable. But, it provides a potential direction for special cases where
the norm of this projection might be able to be simplified.

We start by re-expressing the generalized PBE as a weighted VE, using the same approach
as Schoknecht (2003) and Scherrer (2010). Notice first that vπ = (I −Pπ,γ)−1rπ. Then the
generalized PBE for any vw ∈ F , written in projection form, is

‖ΠH,d(Tvw − vw)‖2d = ‖ΠH,d(rπ + Pπ,γvw − vw)‖2d
= ‖ΠH,d(rπ − (I − Pπ,γ)vw)‖2d
= ‖ΠH,d[(I − Pπ,γ)vπ − (I − Pπ,γ)vw]‖2d . rπ = (I − Pπ,γ)vπ

= ‖ΠH,d(I − Pπ,γ)(vπ − vw)‖2d
= ‖vπ − vw‖2H . H

def
= (I − Pπ,γ)>Π>H,dDΠH,d(I − Pπ,γ)

Minimizing the generalized PBE therefore corresponds to minimizing the VE with a reweight-
ing over states that may no longer be diagonal, as H is not a diagonal matrix. In fact, we
can see that the solution to the generalized PBE is a projection of vπ onto set F under
weighting H, namely v = ΠF ,Hvπ. A projection under such a non-diagonal weighting is
called an oblique projection. Using this form, we can obtain an upper bound using a similar
approach to (Scherrer, 2010, Proposition 3), with proof in Appendix D.
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Theorem 9 If H ⊇ F , then the solution vwH,d to the generalized PBE satisfies

‖vπ − vwH,d‖d ≤ ‖ΠF ,H‖d‖vπ −ΠF ,dvπ‖d. (26)

We can next extend a previous result, which expressed this projection under linear function
approximation for both the TD fixed point and the solution to the BE. We can now more
generally express the oblique projection for interim H, with proof in Appendix D.

Corollary 10 Assume F is the space of linear functions with features x and H the space
of linear functions with features φ, with F ⊆ H. Then the solution to the PBE is

vwH,d = XwH,d for wH,d = (M>(I − Pπ,γ)X)−1M>rπ (27)

for M
def
= Π>H,dD(I − Pπ,γ)X. Further, vwH,d = ΠF ,Hvπ for

ΠF ,H = X(M>(I − Pπ,γ)X)−1M>(I − Pπ,γ). (28)

6.2.2 The Distance between the PBE and the BE

There is a well known upper bound on the VE, in terms of the BE. If we can characterize
the distance of the PBE to the BE, we could potentially exploit this known result to upper
bound the VE in terms of the PBE. Such a characterization should be possible because,
for a sufficiently large H, the PBE is equivalent to the BE. For smaller H, we can view the
PBE as an approximation to the BE, and so can characterize that approximation error.

For a given v ∈ F , let h∗v(s) = E[δ(v)|S = s] and define

ApproxError(H, v)
def
= min

h∈H
‖h∗v − h‖d

with worst-case approximation error

ApproxError(H)
def
= max

v∈F
ApproxError(H, v) (29)

where we overload notation because the distinction is clear from the arguments given. Then
we can obtain the following result, with proof in Appendix D.

Theorem 11 For any v ∈ F ,

‖vπ − v‖d ≤ ‖(I − Pπ,γ)−1‖d ‖T v − v‖d︸ ︷︷ ︸
BE

≤ ‖(I − Pπ,γ)−1‖d
(
‖ΠH,dT v − v‖d︸ ︷︷ ︸

PBE

+ApproxError(H, v)
)

≤ ‖(I − Pπ,γ)−1‖d
(
‖ΠH,dT v − v‖d + ApproxError(H)

)
.

Note that if cd < 1, then ‖(I − Pπ,γ)−1‖d ≤ (1− cd)−1.

30



A Generalized Projected Bellman Error

The upper bound depends on the value of the PBE and the approximation error of H. For
H = F , the PBE is zero but the approximation error is likely higher. As H gets bigger,
the approximation error gets smaller, but the PBE is also larger. Once H is big enough to
include h∗ for a given v, then the approximation error is zero but the PBE is at its maximum,
which is to say it is equal to the BE. This upper bound is likely minimized for an interim
value of H, that balances between the error from the PBE and the approximation error.

It is important to recognize that the approximation error for F and H can be quite
different. For example, if vπ ∈ F , then ApproxError(H, vπ) = 0 if 0 ∈ H. The function
that returns zero for every state should be in H to ensure zero approximation error, but
need not be in F . For many convex function spaces we consider, all convex combinations
of functions are in F , and it is likely that we have 0 in F . But nonetheless, there are
likely instances where F contains near optimal value functions, but that same set produces
high approximation error for H. An important future direction is to better understand the
differences in function spaces needed for F and H.

7. Algorithms for the Generalized PBE

The linear PBE is often optimized using gradient correction algorithms as opposed to
saddlepoint methods. The canonical methods are TDC (gradient corrections) and GTD2
(saddlepoint), where TDC has been consistently shown to perform better than GTD2 (White
and White, 2016; Ghiassian et al., 2020). We show that similar gradient correction algorithms
arise for the generalized PBE, and discuss such an algorithm called TDRC.

7.1 Estimating the Gradient of the Generalized PBE

To see why (at least) two classes of algorithms arise, consider the gradient for the generalized
PBE, for a given h(s) ≈ Eπ[δ(w) | S = s] with a stochastic sample δ(w) from S = s:

−∇wδ(w)h(s) = h(s)[∇wv̂w(s)− γ∇wv̂w
(
S′
)
].

This is the standard saddlepoint update. The key issue with this form is that any inaccuracy
in h has a big impact on the update of w, and h can be highly inaccurate during learning.
Typically, it is initialized to zero, and so it multiples the update to the primary weights by a
number near zero, making learning slow.

The gradient correction update is preferable because it relies less on the accuracy of h.
The first term uses only the sampled TD-error.

∆w ← δ(w)∇wv̂w(s)− hθ(s)γ∇wv̂w
(
S′
)

where ∆θ ← (δ(w) − hθ(s))∇θhθ(s) just like the saddlepoint update. But, the update is
biased because it assumes it has optimal h∗ ∈ H for part of the gradient. To see why, we
extend the derivation for the linear setting.

−∇wδ(w)h(s) = h(s)[∇wv̂w(s)− γ∇wv̂w
(
S′
)
]

= h(s)∇wv̂w(s)− h(s)γ∇wv̂w
(
S′
)

= (h(s)− δ(w) + δ(w))∇wv̂w(s)− h(s)γ∇wv̂w
(
S′
)

= δ(w)∇wv̂w(s) + (h(s)− δ(w))∇wv̂w(s)− h(s)γ∇wv̂w
(
S′
)
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This resembles the gradient correction update, except it has extra term (h(s)−δ(w))∇wv̂w(s).
In the linear setting, if we have the linear regression solution for h∗ with parameters θ, then
this second term is zero in expectation. This is because ∇wv̂w(s) = x(s), giving

Eπ[(h(s)− δ(w))∇wv(s,w) | S = s] = x(s)x(s)>θ − x(s)Eπ[δ(w) | S = s]

and so in expectation across all states, because θ = E[x(S)x(S)>]−1E[x(S)δ], we get that

E[(h(S)− δ(w))∇wv(S,w)] = E[x(S)x(S)>]E[x(S)x(S)>]−1E[x(S)δ(w)]− E[x(S)δ(w)]

= E[x(S)δ(w)]− E[x(S)δ(w)] = 0.

Therefore, given the optimal h ∈ H for H the set of linear functions, this term can be
omitted in the stochastic gradient and still be an unbiased estimate of the full gradient.

More generally, the same reasoning applies if h(s) can be re-expressed as a linear function
of ∇wv̂w(S). This provides further motivation for using features produced by the gradient of
the values, as in the nonlinear PBE, to estimate h. Another choice is to use the features in
the last layer of the neural network used for v̂w(S). Because the output is a linear weighting
of features from the last layer, ∇wv̂w(S) includes this last layer as one part of the larger
vector. A head for h can be added to the neural network, where h is learned as a linear
function of this layer. Its updates do not influence the neural network itself—gradients are
not passed backwards through the network—to ensure it is a linear function of the last layer.

Unlike the saddlepoint update, however, the gradient correction update is no longer a
straightforward gradient update, complicating analysis. It is possible, however, to analyze
the dynamical system underlying these updates.

The asymptotic solution does not require the omitted term, under certain conditions
on h, as discussed above. If the dynamical system moves towards this stable asymptotic
solution, then convergence can be shown. The TDC update relies on just such a strategy:
the joint update is rewritten as a linear system, that is then shown to be a contraction that
iterates towards a stable solution (Maei, 2011). The extension to the nonlinear setting is an
important open problem.

Theoretical work for these updates under nonlinear function approximation has been
completed, for an algorithm called SBEED (Dai et al., 2018). SBEED uses a gradient
correction update, but the theory is for the saddlepoint version. This work investigates
a slightly different saddlepoint update, learning h(s) ≈ E[R+ γv̂w(S′) | S = s], instead of
estimating the entire TD error. A TD-error estimate can be obtained using h(s)− v̂w(s).
Even under this alternate route, it was reconfirmed that the gradient correction update was
preferable—since the final proposed algorithm used this form—but the theory non-trivial.

Remark: Another way to interpret gradient correction algorithms is as approximations
of the gradient of the BE. We can consider two forms for the negative gradient of the BE:

Eπ[δ(w) | S = s]Eπ
[
∇wv̂w(s)− γ∇wv̂w

(
S′
)
| S = s

]
or Eπ[δ(w) | S = s]∇wv̂w(s)− Eπ[δ(w) | S = s]Eπ

[
γ∇wv̂w

(
S′
)
| S = s

]
because v̂w(s) is not random. We can estimate the first form of the gradient using an
estimate h(s) ≈ Eπ[δ(w) | S = s]: h(s)(∇wv̂w(s) − γ∇wv̂w(S′)). This corresponds to a
saddlepoint update. To estimate the second form of the gradient, notice that we do not
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have a double sampling problem for the first term. This means we can use δ to compute an
unbiased sample for the first term: δ∇wv̂w(s)− h(s)γ∇wv̂w(S′). This strategy corresponds
to the gradient correction update.

7.2 TDRC: A Practical Gradient-Based Prediction Algorithm

In this section we incorporate the above insights into an easy-to-use gradient-based algorithm
called TD with Regularized Corrections (TDRC). Empirical work with TDC suggests that
it performs well because the secondary stepsize is set small, and thus it is effectively using
conventional off-policy TD (Ghiassian et al., 2020). TDRC builds on this insight, providing
a method that performs similarly to TD when TD performs well, while maintaining the
theoretical soundness of TDC. The key idea is to regularize h to be near zero, using an `2
regularizer, where if h(s) = 0 then the update corresponds to the TD update.

The motivation for this approach is that it can help learn h more quickly, without
incurring much bias. In the linear setting with F = H, the parameters θ = 0 for h∗ at the
TD fixed point. Applying `2 regularization to the secondary weights, therefore, incurs little
bias asymptotically. But, adding a strongly convex regularizer can improve the convergence
rate of the secondary variable, and reduce variance of the estimator.

In fact, this perspective on h(s) helps to explain the unreasonably good performance
of TD in many practical settings. TD is equivalent to TDC with h(s) = 0, which is a
zero variance but highly biased estimate of the expected TD error. Asymptotically as our
estimates for the primary variable improve, the bias of this heuristic choice of h decreases
until we converge to the same fixed-point as TDC (in the cases where TD converges).

The TDRC update equations with importance sampling ratios ρ(s, a) = π(a|s)
b(a|s) are

∆w ← ρ(s, a)δ(w)∇wv̂w(s)− ρ(s, a)hθ(s)γ∇wv̂w
(
S′
)

∆θ ← ρ(s, a)(δ(w)− hθ(s))∇θhθ(s)− βθ

where w and θ are parameters of v : S → R and h : S → R respectively. Notice that the
only difference between TDRC and TDC is the inclusion of the −βθ term in the update
for θ. It can be shown in the linear setting with F = H that the fixed-points of the TDRC
dynamical system are the same as the TDC system and that, under some conditions on the
learning rates, TDRC converges to its fixed-point on any MDP (Ghiassian et al., 2020).

By adding an `2 regularizer with regularization parameter β to TDC, we can interpolate
between TD and TDC. With β very large the solution set of h(s) becomes diminishingly
small until it contains only the point h(s) = 0 as β →∞. On the other hand, as β approaches
zero, then the solution set of h(s) becomes that of the PBE and TDRC approaches TDC.
Because β scales between two known good algorithms, this suggests that the impetus to
highly tune β is small: many choices of β should yield a reasonably performing algorithm.

There are many options to approximate both v(s) and h(s) using neural networks. In
our experiments, we chose to use a single network with two sets of outputs, one to predict
v(s) and the other to predict h(s). To avoid difficulties with balancing between two loss
functions, we only use the gradients from the primary update to adjust the weights of the
network and use the gradients from the secondary update only to adjust the weights for that
head. The resulting architecture for estimating action values is shown in Figure 6.
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8. Extending to Control

The previous development was strictly for policy evaluation. The formulation of a sensible
generalized PBE for control, however, can be obtained using a similar route. The conjugate
form has already been used to develop a novel control algorithm for nonlinear function
approximation, called SBEED (Dai et al., 2018). The SBEED algorithm explicitly maintains
a value function and policy, to incorporate entropy regularization, and uses the gradient
correction update. We develop an alternative control algorithm that learns only action-values
and uses the gradient correction update.

8.1 The Control Objective

Our goal is to approximate q∗ : S ×A → R, the action-values for the optimal (soft) policy.
Instead of the Bellman operator, we use the Bellman optimality operator or generalizations
that use other forms of the max but are still guaranteed to be contractions, like the
mellow-max operator (Asadi and Littman, 2017). Let m be the given max operator, that
takes action-values and returns a (soft) greedy value. In Q-learning, we use a hard-max

m(q(s, ·)) = maxa q(s, a) and in mellow-max, m(q(s, ·)) = τ−1 log
(

1
|A|
∑

a∈A exp(τq(s, a))
)

.

As τ → ∞, the mellow-max operator approaches the hard-max operator. The Bellman
optimality operator Tm corresponds to

(Tmq)(s, a)
def
= E

[
R+ γ(S,A, S′)m(q(S′, ·)) | S = s,A = a

]
(30)

where the expectation is over next state and reward. The fixed point of this operator is q∗.
To learn q̂w(s, a) approximating q∗(s, a), we define the BE for control

BE(w)
def
=
∑
s,a

d(s, a)E[δ(w) | S = s,A = a]2 (31)

where δ(w)
def
= R + γ(S,A, S′)m(q̂w(S′, ·)) − q̂w(S,A) and d : S × A → [0,∞) is some

weighting. We overload the notation for the weighting d, to make the connection to the
previous objectives clear. We can rewrite this objective using conjugates, to get

BE(w) =
∑

s∈S,a∈A
d(s, a) max

h∈R

(
2E[δ(w) | S = s,A = a]h− h2

)
= max

h∈Fall

∑
s∈S,a∈A

d(s, a)
(
2E[δ(w) | S = s,A = a]h(s, a)− h(s, a)2

)
.

As before, this maximization can be rewritten as a minimization,
where the optimal h∗(s, a) = E[δ(w) | S = s,A = a]. This equivalence is true for the

hard-max operator or the mellow-max, even though the operator is no longer smooth. Finally,
in practice, we will learn an approximate h, from the set H, resulting in a PBE for control:

PBE(w)
def
= max

h∈H

∑
s∈S,a∈A

d(s, a)
(
2E[δ(w) | S = s,A = a]h(s, a)− h(s, a)2

)
.

This objective is the first generalized PBE for learning action-values for control.
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Figure 6: Visualization of the neural network architecture used to approximate q̂(s, a) and
h(s, a) for the QRC algorithm. TDRC uses the same network architecture, except with
only one output for each head of the network predicting v̂(s) and h(s) respectively. The
green shaded regions represent gradient information from the update to q̂(s, a) and the red
shaded region represents the gradient information from the update h(s, a). Notice only
q̂(s, a) modifies the weights of the earlier layers of the network.

The algorithm is a simple modification of the policy evaluation algorithms above, de-
scribed briefly here and expanded upon more in the next section. The update to h(s, a) is
still a gradient of a squared error to the TD error. The saddlepoint gradient update, for a
given h(s, a) with a stochastic sample δ(w) from S = s,A = a:

−∇wδ(w)h(s, a) = h(s, a)[∇wq̂w(s, a)− γ∇wm(q̂w
(
S′, ·

)
)]

with gradient correction form

δ(w)∇wq̂w(s, a)− γh(s, a)∇wm(q̂w
(
S′, ·

)
).

Both involve taking a gradient through the max operator m. For the hard-max operator,
this results in a subgradient. The mellow-max operator, on the other hand, is differentiable
with derivative

∂

∂wi
m(q̂w(s, ·)) =

1∑
a∈A exp(τ q̂w(s, a))

∑
a∈A

exp(τ q̂w(s, a))
∂

∂wi
q̂w(s, a)

We can reason similarly about the validity of the gradient correction update.

−∇wδ(w)h(s, a) = (h(s, a)− δ(w) + δ(w))∇wq̂w(s, a)− h(s, a)γ∇wm(q̂w
(
S′, ·

)
)

= δ(w)∇wq̂w(s, a) + (h(s, a)− δ(w))∇wq̂w(s, a)− h(s, a)γ∇wm(q̂w
(
S′, ·

)
).

As before, we can conclude that we can drop this second term, as long as the optimal
h ∈ H is representable as a linear function of ∇wq̂w(s, a). The fixed point for the gradient
correction updates that drop the term (h(s, a)− δ(w))∇wq̂w(s, a) will still converge to the
same fixed point, if they converge. The key question that remains is, if the dynamical system
produced by these equations does in fact converge.

8.2 QRC: A Practical Gradient-Based Control Algorithm

In this section, we modify the TDRC algorithm specified in Section 7.2 for control. Let
θt,At be the weights for only the secondary head predicting h(St, At), xt the last layer of the
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network—giving the features for h—and wt all of the remaining weights in the network. We
use the mellowmax operator, to get the following updates for the QRC algorithm

δt = Rt+1 + γm(q̂w(St+1, ·))− q̂w(St, At), and ht = θ>t,Atxt

wt+1 ← wt + αδt∇wq̂w(S,A)− αγht∇wm(q̂w
(
S′, ·

)
)

θt+1,At ← θt,At + α [δt − ht]xt − αβθt,At

QRC is similar to SBEED (Dai et al., 2018), but has two key differences. The first is
that SBEED learns a state-value function and an explicit policy. We learn action-values
and use a direct mellowmax on the action-values to compute the policy. The other key
difference is that the SBEED update uses a different form of gradient correction, which
estimates only the Bellman step instead of the TD error in order to correct the gradient.
Recall that QRC interpolates between a gradient correction update at one extreme of its
hyperparameter (β = 0) and Q-learning at the other extreme (large β). SBEED, on the other
hand, interpolates between a gradient correction update and a residual-gradient method
minimizing the mean squared TD error. When QRC converges, it converges to the same
fixed-point for all values of its hyperparameter. SBEED, however, interpolates between the
fixed-point for the PBE and the mean squared TD error.

9. Empirical Investigation of the Generalized PBE for Control

In this section, we empirically investigate QRC. We first provide a comparison of QRC
with Q-learning and SBEED across four benchmark domains. Then we delve more deeply
into the design choices in QRC. We compare using gradient corrections within QRC to the
saddlepoint form in Section 9.4. We then investigate how QRC performs with separate bases
for h, including a more powerful basis for h, in Section 9.5.

9.1 Benchmark Environments and Experimental Design

We used four simulation domains with neural network function approximation. We chose
simulation domains with a sufficiently small state dimension to efficiently compare algorithms
across many different random initializations of neural network, while still computing the
required number of experiment repetitions required for statistical significance. On the other
hand, to tease out differences between algorithms, we require domains with sufficiently
complex learning dynamics. We chose three classic control domains known to be challenging
when approximation resources and agent-environment interactions are limited: Acrobot
(Sutton, 1996), Cart Pole (Barto et al., 1983), and Mountain Car (Moore, 1990). We also
used Lunar Lander (Brockman et al., 2016) to investigate performance in a domain with a
dense reward function and moderately higher-dimensional state.

The network architectures were as follows. For Acrobot and Mountain Car, we used two
layer fully-connected neural networks with 32 units in each layer and a ReLU transfer. The
output layer has an output for each action-value and uses a linear transfer. For the Cart
Pole and Lunar Lander domains, we used the same architecture except with 64 units in
each hidden layer. We use a shared network with multiple heads for all algorithms unless

. Code for all experiments is available at https://github.com/rlai-lab/Generalized-Projected-Bellman-Errors
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otherwise specified. In experiments with policy-gradient-based methods the parameterized
policy uses an independent neural network. We do not use target networks.

We swept consistent values of the hyperparameters for every experiment. We swept
the stepsize parameter over a wide range α ∈ {2−12, 2−11, . . . , 2−7} for every algorithm.
For algorithms which chose a stepsize on the boundary of this range—for instance, GQ
often chose the smallest stepsize—we performed a one-off test to ensure that the range
was still representative of the algorithm’s performance. All algorithms used mellowmax,
with τ swept in the range τ ∈ {0, 10−4, 10−3, . . . , 100}, including 0 to allow algorithms to
choose to use a hard-max. Algorithms based on the SBEED update have an additional
hyperparameter η which interpolates between the gradient correction update and a residual
gradient update. For all experiments we swept values of η ∈ {10−3, 10−2, 10−1, 100} and
the ratio between the actor and critic stepsizes ν ∈ {2−4, 2−3, . . . , 21}, often giving SBEED
algorithms twenty-four times as many parameter permutations to optimize over compared
to other algorithms. Likewise, we allowed saddlepoint methods (GQ) to optimize over the
regularization parameter β ∈ {0, 0.5, 1, 1.5}, to give them an opportunity to perform well.

The remaining hyper-parameters were not swept, but instead set to reasonable defaults.
We used a replay buffer to store the last 4000 transitions, then sampled 32 independent tran-
sitions without replacement to compute mini-batch averaged updates. We used the ADAM
optimizer (Kingma and Ba, 2015) for all experiments with the default hyperparameters, a
momentum term of β1 = 0.9 and a squared-gradient term of β2 = 0.999. We additionally
tested Stochastic Gradient Descent and RMSProp and found that most conclusions remain
the same, so choose not to include these results to focus the presentation of results. For each
of the four domains we use a discount factor of γ = 0.99 and cutoff long-running episodes at
500 steps for Acrobot and Cart Pole and 1000 steps for Mountain Car. On episode cutoff
events, we do not make an update to the algorithm weights to avoid bootstrapping over this
imaginary transition and on true episode termination steps we update with γ = 0.

We use a non-conventional performance measure to more fairly report algorithm per-
formance. A common performance metric is to report the cumulative reward at the end
of each episode, running each algorithm for a consistent number of episodes. This choices
causes algorithms to have different amounts of experience and updates. Some algorithms use
more learning steps in the first several episodes and achieve higher asymptotic performance
because they effectively learned for more steps. We instead report the cumulative reward
from the current episode on each step of the current episode. For example in Mountain Car,
if the kth episode takes 120 steps, then we would record -120 for each step of the episode.
We then run each algorithm for a fixed number of steps instead of a fixed number of episodes,
so that each algorithm gets the same number of learning steps and a consistent amount of
data from the environment. We record performance over 100,000 steps, recorded every 500
steps—rather than every step—to reduce storage costs.

To avoid tuning the hyperparameters for each algorithm for every problem, we start by
investigating a single set of hyperparameters for each algorithm across all four benchmark
domains. We evaluate the hyperparameters according to mean performance over runs, for
each domain. We then use a Condorcet voting procedure to find the single hyperparameter
setting that performs best across all domains.
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Figure 7: Learning curves using the best performing hyperparameters across 4 domain. The
learning curves above are averaged over 100 independent runs and shaded regions correspond
to one standard error.

Figure 8: Distribution of average returns over hyperparameter settings for each benchmark
domain. The vertical axis represents the average performance of each hyperparameter setting
(higher is better) and the width of each curve represents the proportion of hyperparameters
which achieve that performance level, using a fitted kernel density estimator. The solid
horizontal bars show the maximum, mean, and minimum performance respectively and the
dashed horizontal bar represents the median performance over hyperparameters. QRC in
blue generally performs best and exhibits less variability across hyperparameter settings.

9.2 Overall Results in the Benchmark Environments

Figure 7 shows the learning curves for each algorithm with the single best performing
hyperparameter setting across domains. QRC was the only algorithm to consistently be
among the best performing algorithms on every domain and was the only algorithm with a
single hyperparameter setting that could solve all four domains. Although SBEED was given
twenty-four times as many hyperparameter combinations to optimize over, its performance
was consistently worse than all other benchmark algorithms. This suggests that the voting
procedure was unable to identify a single hyperparameter setting that was consistently good
across domains. We additionally include the nonlinear control variant of TDC with a locally
linear projection which we call QC-LL (Maei et al., 2009). QC-LL performed well on the
two simpler domains, Acrobot and Cart Pole, but exhibited poor performance in the two
more challenging domains. We report other voting procedures as well as the performance of
the best hyperparameters tuned for each domain independently in Appendix H.
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To understand how hyperparameter selection impacts the performance of each algorithm,
we visualize the performance distribution over hyperparameters in Figure 8. Ideally, we
prefer the variability in performance across hyperparameters to be small and the distribution
to be concentrated around a single performance level near the top of the plot. Plots with
an hourglass shape represent bimodal distributions where several hyperparameter values
perform well and several perform poorly. Plots where the mean and median horizontal
markers are quite separated indicate highly skewed distributions.

All algorithms exhibit different hyperparameter performance distributions across the
four domains. The SBEED algorithm often has one (or a few) hyperparameter setting(s)
which perform well, especially in the Cart Pole domain. This suggests that SBEED is highly
sensitive to its hyperparameters. and even small deviations from the ideal hyperparameters
can lead to very low performance. Q-Learning generally exhibits wide spread of performance
over hyperparameters, with a high skew in two of the problem settings. QRC has much
lower spread of performance over hyperparameters often with the bulk of the distribution
located near the highest performing hyperparameter setting.

9.3 Investigating Variability Across Runs

In the previous section we investigated performance averaged across runs; in this section, we
investigate how much the algorithms vary across runs. Two algorithms could have similar
average returns across runs, even if one has many poor runs and many high performing runs
and the other has most runs that have reasonable performance.

To observe these differences, we visualize the distribution of returns across 100 runs, as
in Figure 9. The horizontal axis shows the return achieved for a given run, averaged over the
last 25% of steps. The vertical axis is the proportion of independent runs that achieve that
return, using both a histogram with 30 bins and a fitted Gaussian kernel density estimator.
In this example plot, we can see that QRC and Q-learning have similar distributions over
returns across runs, QC-LL is peaked at a lower return and SBEED exhibits some bimodality,
with several reasonable runs and a few runs with low return.

Figure 9: The performance distribution over runs for the best performing hyperparameter
settings for each algorithm on Lunar Lander. The horizontal axis represents the average
episodic return over the last 25% of steps. The vertical axis for each subplot represents
the proportion of trials that obtained a given level of performance. The plot shows the
empirical histogram and kernel density estimator for the performance distribution over 100
independent trials. Mass concentrated to the right indicates better performance.
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Figure 10: Sensitivity to stepsize parameter. Distribution of the return per episode for the
last 25% of episodes across choice of stepsize. Each row of this figure correponds to the
performance on each algorithm across domains for one value of the stepsize parameter. Each
subplot is exactly like Figure 9: the distribution of performance for all four algorithms using
a particular stepsize parameter value on a single domain. The highlighted plots in each
column represent the best performing stepsize parameter value. QRC consistently exhibits
a narrow distribution of performance where the bulk of the distribution is on the upper
end of the performance metric (towards the right is better). Q-learning and Nonlinear QC
both have wide performance distributions on all domains and exhibit bimodal distributions
on Mountain Car. SBEED tends to exhibit bimodal performance often, with a non-trivial
proportion of runs which fail to learn beyond random performance.

Because each algorithm prefers different stepsizes, we provide these distribution plots
across stepsizes, optimizing the remaining hyperparameters for each stepsize. Figure 10 shows
the distribution for every algorithm, across every domain and swept stepsize value. For every
algorithm and domain, the distribution with the highest mean is highlighted with a bold
color; distributions for all other stepsizes are shown with a faded color. QRC consistently
has narrow performance distributions over runs. The worse performing hyperparameter
settings for QRC often exhibit narrow distributions as well. In contrast, the other three
algorithms demonstrate skewed performance distributions for their best hyperparameters,
pulling the mean towards lower performance levels. SBEED often exhibits bimodality in its
performance distributions, especially on the Mountain Car domain.3

9.4 Gradient Correction Updates versus Saddlepoint Updates

In this section we compare the saddlepoint and gradient correction forms of the gradient. In
Section 7.1, we discussed these two strategies for estimating the gradient of the generalize
PBE, and advocated for using the gradient correction form in QRC. To ablate this choice of

3. Our results with SBEED may appear pessimistic compared to results in the literature. It is possible
previously published results with SBEED were achieved through domain specific hyper-parameter tuning.
Further, our results were averaged over 100 runs, whereas prior work used five. We do not have access to
the code used in prior work, and so we can only speculate.
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Figure 11: Comparing gradient correction-based updates (QRC) and saddlepoint methods
(GQ, GQ-Grad). GQ-Grad utilizes the gradient of v as features for the secondary variable, h.
Allowing the saddlepoint methods to estimate h(s) by using a linear function of the gradients
of the primary variable yields slightly higher performance. Nonetheless, saddlepoint methods
suffer from wide performance distributions with the bulk of the distribution being further
left than the gradient correction-based updates.

update strategy, we fix all other design decisions. Figure 11 shows the saddlepoint method
compared to the gradient correction method across our four domains.

The distribution plots suggest that the saddlepoint method can learn reasonable policies
in some runs, however, the performance distributions tend to be skewed right with a bulk of
the distribution around poor performance. QRC is restricted to regularization parameter
β = 1; to give the saddlepoint method a greater chance of success, we additionally sweep β
for it, giving it four times as many hyperparameter permutations. Even with the increased
hyperparameter search space, it is clear that the saddlepoint method under-performs the
gradient correction-based methods.

9.5 Using a Shared or Separate Basis for h

In this section we investigate the impact of using a shared network in QRC. By sharing a
network, we effectively restrict H = F ; by using a different network, H is less restricted. A
shared network is simpler and, in section 7.1, we show that defining h to be a function of the
gradients for v̂w reduces the bias of gradient correction methods, such as QRC. However, in
Section 6.2 we show a less restricted H can improve performance. So, which is better? We
compare QRC with a shared network, QRC with a separate network for h (QRC-Sep), and
QRC with gradient features for h (QRC-Grad) to understand the impact of these choices.

To help remove the confounding variable of number of learnable parameters, we swept
over network architectures for the separate network version of QRC. We kept the same general
structure of the neural network by restricting the number of hidden units in both hidden
layers to be the same, then swept over the number of units per layer: n ∈ {8, 16, 32, 64} for
the network for h in Acrobot and Mountain Car and n ∈ {16, 32, 64, 128} for Cart Pole and
Lunar Lander. At the smallest end of the range, QRC with separate networks has fewer
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Figure 12: How to represent h: ablating the choice of basis function for the secondary
variable, by comparing a shared network with two heads (QRC), two separate networks
(QRC-Sep), and one network for the primary variable and a linear function of the primary
variable’s gradients for the secondary (QRC-Grad).

learnable parameters than when using shared heads, and at the upper end of the range, it
has considerably more learnable parameters.

Figure 12 summarizes the results using separate networks for the dual. Performance
is comparable for each of the three method, with QRC-Sep performing marginally worse
overall and QRC-Grad performing marginally better. Notably the performance ordering
appears to follow the bias of each method, with QRC-Sep having more bias due to needing
to learn two separate networks, and QRC-Grad having slightly less bias due to h being a
function of the gradients of v̂w. In general, the simpler choice of using a shared network
appears to be as effective in these benchmark environments.

9.6 Using Parameterized Policies

In this section we attempt to better understand the poor performance of SBEED by
investigating both action-value and actor-critic variants of the algorithms. Parameterized
policies add a significant source of complexity both to the agent design and to the learning
dynamics of the problem, making it challenging to directly compare SBEED to QRC. In
this section we complete the square by introducing a parameterized policy version of TDRC,
which can be viewed as an Actor-Critic method with a TDRC critic, and introduce an action-
value version of SBEED. We show that the action-value version of SBEED significantly
outperforms its parameterized policy counterpart, but still under-performs QRC in all
domains and TDRC-PG in most domains.

The actor-critic version of TDRC uses the following update

wt+1 ← wt + αδt∇wv(St,wt)− αγθ>t xt∇wv(St+1,wt)

θt+1 ← θt + α
[
δt − θ>t xt

]
xt − αβθt

θπ,t+1 ← θπ,t + αδt∇θπ lnπθπ(At|St),
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Figure 13: Impact of policy parameterization: action values verses parameterized policies.
The plots above compare the QRC and SBEED update functions both for learning state-value
functions with parameterized policies and action-value functions with mellowmax.

which can be viewed as a standard actor-critic update with TDRC as the critic. Our
design choices for TDRC-PG mirror those of SBEED, for instance using a two-headed
neural network for the value function estimator and a separate neural network for the policy
gradient estimator to avoid the need to balance between loss functions.

In Figure 13 we investigate the distribution of performance for each choice of update
cross-producted with each choice of action-value or parameterized policy. The width of each
violin plot represents the proportion of parameter settings whose area under the learning
curve achieved the given performance level indicated on the vertical axis. In all cases, QRC
had the most narrow performance distribution centered around the highest or near-highest
reward. The parameterized-policy variants generally exhibit wider distributions and lower
average AUC than their action-value counterparts, but occasionally achieve higher maximum
performance for a single hyperparameter setting. The SBEED update generally performed
worse than the QRC update across all four domains.

The empirical superiority of QRC over SBEED in our experiments is partially, but not
fully, explained by learning parameterized policies. Because SBEED-Q outperforms SBEED
overall, some of SBEED’s poor performance is due to the parameterized policy. SBEED-
Q and QRC still perform differently in every domain, with SBEED-Q generally having
much higher sensitivity to hyperparameters and occasionally achieving lower maximum
performance than QRC, even after tuning over many more hyperparameter settings.

10. Conclusion

In this paper, we introduced the generalized PBE for off-policy value estimation, bringing
together insights developed for both the linear PBE and the BE. We investigated the quality
of the PBE solution, both theoretically by bounding the VE and empirically under different
state weightings and for different projection operators. We introduced an algorithm for
minimizing the PBE both in prediction and control, incorporating empirical insights from
optimizing the linear PBE. Finally, we showed empirically that this control algorithm is less
sensitive to its hyperparameters and exhibits more stable performance compared to several
baselines on four benchmark domains.
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This work highlights several open questions for off-policy value estimation. We discuss
three key questions that follow-up work can focus on.

Can the empirical benefits of gradient correction methods be combined
with the theoretical convenience of saddlepoint methods? Our proposed algorithm
uses gradient corrections because these methods typically outperform their saddlepoint
counterparts in practice (White and White, 2016; Ghiassian et al., 2018, 2020). In Section 7.1
we discuss how saddlepoint methods use a standard gradient update for min-max problems,
and so import the resulting theoretical guarantees. The gradient correction update, on
the other hand, is only asymptotically unbiased under certain conditions on the auxiliary
variable h. Convergence is only guaranteed under linear function approximation; more needs
to be understood about the theoretical properties of this update in the nonlinear setting.

How do we use emphatic weightings for control? In policy evaluation our
experiments show that emphatic weights consistently produce better solutions than either
the alternative-life solution dπ or the excursion solution dµ (see Figure 5). In practice,
incorporating emphatic weightings can yield high-variance (Sutton and Barto, 2018). An
interesting direction is to investigate the use of emphatic weightings in QRC.

What function class should we use for H? In this work, we concluded that using a
shared network for the primary and auxiliary variables was reasonable effective for optimizing
the PBE. This effectively restricts H = F , which mimics the choice for the linear PBE, even
when we use neural network function approximation. However, restricting H can result in
poor quality solutions, namely those where solutions under the BE are high quality but not
under the linear PBE. Much more work needs to be done to understand the impacts of
different choices for H.
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Appendix A. An Example of Posterior and Prior Corrections

In this section we go through an explicit example, to highlight the role of prior and posterior
corrections. For ease of reference, recall that Off-policy TD(λ) that only has posterior
corrections uses update

wt+1 ← wt + αδtz
ρ
t

zρt ← ρt(γtλz
ρ
t−1 + xt), (4)

and Alternative-life TD(λ) incorporates both prior and posterior corrections

wt+1 ← wt + αδtz
ρ
t

zρt ← ρt

(
γtλzt−1 +

t−1∏
k=1

ρkxt

)
. (5)

x y Ta1 a1

a2 a2

Figure 14: A simple MDP to understand the differences between prior corrections and
posterior corrections in off-policy TD algorithms with importance sampling.

Consider the MDP depicted in Figure 14. Each episode starts in the leftmost state
denoted ‘x’ and terminates on transition into the terminal state denoted with ‘T’, and each
state is represented with a unique tabular state encoding: x: [1, 0], y: [0, 1]. In each state
there are two possible actions and the behavior policy chooses each action in each state with
0.5 probability. The target policy chooses action a1 in all states. A posterior correction
method like Off-policy TD(λ), will always update the value of a state if action a1 is taken.
For example if the agent experiences the transition y → T , Off-policy TD(λ) will update the
value of state y; no matter the history of interaction before entering state y.

Although the importance sampling corrections product in the eligibility trace update,
Off-policy TD(λ) does not use importance sampling corrections computed from prior time-
steps to update the value of the current state. This is easy to see with an example. For
simplicity we assume γt is 1 everywhere, except upon termination where it is zero. Let’s
examine the updates and trace contents for a trajectory where b’s action choices perfectly
agree with π:

x→ y → T.

After the transition from x → y, Off-policy TD(λ) will update the value estimate corre-
sponding to x: [

v̂1(x)
v̂1(y)

]
←
[
0
0

]
+ αδ1z

ρ
1 = αδ1

[
π(a1|x)
b(a1|x) λ

0

]
,

where v̂1(x) denotes the estimated value of state x on time step t = 1 (after the first
transition), and as usual zρ0 and v̂ are initialized to zero. After the second transition, y → T ,
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the importance sampling corrections will product in the trace, and the value estimates
corresponding to both x and y are updated:[

v̂2(x)
v̂2(y)

]
←
[
v̂1(x)
v̂1(y)

]
+ αδ2

[
π(a1|y)
b(a1|y)

π(a1|x)
b(a1|x) λ

2

π(a1|y)
b(a1|y) λ

]
.

The estimated value of state y is only updated with importance sampling corrections
computed from state transitions that occur after the visit to y: using π(a1|y)

b(a1|y) , but not π(a1|x)
b(a1|x) .

Finally, consider another trajectory that deviates from the target policy’s choice on the
second step of the trajectory:

x→ y → y → T.

On the first transition the value of x is updated as expected, and no update occurs as a
result of the second transition. On the third, transition the estimated value of state x is not
updated; which is easy to see from inspecting the eligibility trace on each time-step:

zρ1 =

[
π(a1|x)
b(a1|x) λ

0

]
; zρ2 = 0; zρ3 =

[
0

π(a1|y)
b(a1|y) λ

]
.

The eligibility trace is set to zero on time step two, because the target policy never chooses
action a2 in state y and thus π(a2|y)

b(a2|y) = 0. The value of state St is never updated using
importance sampling corrections computed on time steps prior to t.

Now consider the updates performed by Alternative-life TD(λ) using different trajectories
from our simple MDP (Figure 14). If the agent ever selects action a2, then none of the
following transitions will result in further updates to the value function. For example, the
trajectory x → y → y → y · · · y → T will update v̂w(s) corresponding to the first x → y
transition, but v̂w(y) would never be updated due to the product in Equation 5. In contrast,
the Off-policy TD(λ) algorithm described in Equation 4 would update v̂w(s) on the first
transition, and also update v̂w(y) on the last transition of the trajectory.

Appendix B. The Bias of the TDE

In this section, we highlight that the TDE can impose significant bias on the value function
solution, to reduce variance of the targets in the TD-error. This could have utility for
reducing variance of updates in practice. But, when considering the optimal solution for
the TDE—as opposed to the optimization path to get there—it suggests that the TDE is a
poor choice of the objective.

We can similarly write the TDE as a decomposition, in terms of both the BE and the
PBE. The TDE decomposes into the BE and a bias term due to correlation between samples

Eπ
[(
R+ γv(S′)− V (s)

)2 | S = s
]

= Eπ
[(
R+ γv(S′)− Eπ

[
R+ γv(S′) | S = s

]
+ Eπ

[
R+ γv(S′) | S = s

]
− V (s)

)2 | S = s
]

= Eπ
[(
R+ γv(S′)− Eπ

[
R+ γv(S′) | S = s

])2 | S = s
]

+
(
Eπ
[
R+ γv(S′) | S = s

]
− V (s)

)2
giving

TDE = ‖v − T v‖2D + E
[
Var[R+ γv(S′)|S = s]

]
(32)
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This further yields an equality between the PBE and the TDE

TDE = ‖v −ΠDT v‖2D + ‖T v −ΠDT v‖2D + E
[
Var[R+ γv(S′)|S = s]

]
(33)

This variance penalty encourages finding value functions that minimize the variance
of the target. Notice that this connection exists in supervised learning as well, by simply
considering the case where γ = 0. The BE include terms (Eπ[R | S = s]− v(s))2 and the

TDE is the standard squared error Eπ
[
(R− v(s))2 | S = s

]
. In regression, this additional

variance penalty has no impact on the optimal solution, because it does not include v:
E[Var[R+ 0 · v(S′)|S = s]] = E[Var[R|S = s]].

Now the question is if it is useful to learn v that results in a lower-variance target. One
benefit is that the estimator itself could have lower variance, and so for a smaller number of
samples this could warrant the additional bias in v. When comparing these objectives in
their ideal forms, over all states under function approximation, it is an undesirable penalty
on the value estimates. For instance, even in a 5-state random walk with tabular features,
the fixed-point of TDE has non-negligible value error (VE ≈ 0.26) while the fixed-point of
any of the other objectives considered in this work would have zero error.

Appendix C. The Connection to the Saddlepoint Form of the Linear PBE

In this section we explicitly show the steps that the generalized PBE with H = F under
linear function approximation produces the linear PBE.

max
h∈L

∑
s∈S

d(s)
(
2Eπ[δ(w) | S = s]h(s)− h(s)2

)
=
∑
s∈S

d(s)2Eπ[δ(w) | S = s]x(s)>θ∗ −
∑
s∈S

d(s)(x(s)>θ∗)2

=

(∑
s∈S

d(s)2Eπ[δ(w) | S = s]x(s)>

)
θ∗ −

∑
s∈S

d(s)(θ∗)>x(s)x(s)>θ∗

= 2E[δ(w)x(s)]> θ∗ − (θ∗)>

(∑
s∈S

d(s)x(s)x(s)>

)
θ∗

= 2(b−Aw)θ∗ − (θ∗)>Cθ∗

= 2‖b−Aw‖2C−1 − (θ∗)>(b−Aw)

= 2‖b−Aw‖2C−1 − ‖b−Aw‖2C−1

= ‖b−Aw‖2C−1

Appendix D. Proofs for Section 6

This section includes proofs for the theorems in the main body.
Proposition 7 The following statements are true about cd.

1. If d = dπ or d = m, then cd < 1.

2. If d = dπ and the discount is a constant γc < 1 (a continuing problem), then cd = γc.
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3. If d = dπ and for some constant γc, γ(s, a, s′) ≤ γc for all (s, a, s′), then cd ≤ γc.
4. If dπ(s) > 0 iff d(s) > 0, then cd ≤ sdπ

√
κ(d, dπ)κ(dπ, d).

Proof Case 1 is proven in (White, 2017, Theorem 1).
Case 2 is standard result, because Pπ,γ = γcPπ. Therefore ‖Pπ,γ‖dπ = γc‖Pπ‖dπ = γc

because ‖Pπ‖dπ = 1.
Case 3 is a simple extension of the above.

Pπ,γ(s, s′) =
∑
a

π(a|s)γ(s, a, s′)P (s′|s, a) = γc
∑
a

π(a|s)γ(s, a, s′)/γcP (s′|s, a) = γcP̃π,γ

with P̃π,γ
def
=
∑

a π(a|s)γ(s, a, s′)/γcP (s′|s, a). Because γ(s, a, s′)/γc ≤ 1, we know that P̃π,γ
is a substochastic matrix and so that ‖P̃π,γ‖dπ ≤ 1. Therefore, ‖Pπ,γ‖dπ = ‖γcP̃π,γ‖dπ ≤ γc.

Case 4 is an extension of the strategy used in Kolter (2011, Theorem 2).

‖Pπ,γ‖d = ‖D1/2Pπ,γD−1/2‖2
= ‖D1/2D−1/2

π D1/2
π Pπ,γD−1/2

π D1/2
π D−1/2‖2

≤ ‖D1/2D−1/2
π ‖2‖D1/2

π Pπ,γD−1/2
π ‖2‖D1/2

π D−1/2‖2
= max

s∈S

√
d(s)/dπ(s)‖Pπ,γ‖dπ max

s∈S

√
dπ(s)/d(s)

≤ ‖Pπ,γ‖dπ
√

max
s∈S

d(s)/dπ(s)
√

max
s∈S

dπ(s)/d(s)

≤ sdπ
√
κ(d, dπ)κ(dπ, d).

Theorem 9 If H ⊇ F , then the solution vwH,d to the generalized PBE satisfies

‖vπ − vwH,d‖d ≤ ‖ΠF ,H‖d‖vπ −ΠF ,dvπ‖d. (34)

Proof If ΠF ,H is the identity—a trivial projection—then the result immediately follows.
This is because this implies vπ ∈ F , and so both sides of the equation are zero.

Otherwise, assume ΠF ,H is a non-trivial projection. Notice that ΠF ,HΠF ,d = ΠF ,d,
because the first projection already projects to the set F and so applying ΠF ,H has no effect.
Now for any v,

(I −ΠF ,H)(I −ΠF ,d)v = (I −ΠF ,H −ΠF ,d + ΠF ,HΠF ,d)v

= (I −ΠF ,H −ΠF ,d + ΠF ,d)v

= (I −ΠF ,H)v

because by assumption ΠF ,HΠF ,d = ΠF ,d. Therefore we get that

‖vπ − v‖d = ‖vπ −ΠF ,Hvπ‖d
= ‖(I −ΠF ,H)vπ‖d
= ‖(I −ΠF ,H)(I −ΠF ,d)vπ‖d
≤ ‖I −ΠF ,H‖d‖(I −ΠF ,d)vπ‖d
= ‖I −ΠF ,H‖d‖vπ −ΠF ,dvπ‖d
= ‖ΠF ,H‖d‖vπ −ΠF ,dvπ‖d
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where the last step follows from the fact that for a non-trivial projection operator, ‖ΠF ,H‖d =
‖I −ΠF ,H‖d (Szyld, 2006, Theorem 2.3).

Corollary 10 Assume F is the space of linear functions with features x and H the space of
linear functions with features φ, with F ⊆ H. Then the solution to the PBE is

vwH,d = XwH,d for wH,d = (M>(I − Pπ,γ)X)−1M>rπ (35)

for M
def
= Π>H,dD(I − Pπ,γ)X. Further, vwH,d = ΠF ,Hvπ for

ΠF ,H = X(M>(I − Pπ,γ)X)−1M>(I − Pπ,γ). (36)

Proof This result follows from two simple facts. First, the PBE can be rewritten as a linear
regression problem using Ψ

def
= ΠH,d(I − Pπ,γ)X:

PBE(w) = ‖ΠH,dXw −ΠH,drπ −ΠH,dPπ,γXw − ‖d
= ‖ΠH,d(I − Pπ,γ)Xw −ΠH,drπ‖d = ‖Ψw −ΠH,drπ‖d

with solution

vwH,d = XwH,d for wH,d = (Ψ>DΨ)−1Ψ>DΠH,drπ

Second, this solution can be simplified because Π>H,dDΠH,d = DΠH,d. To see why, notice

that in the linear case ΠH,d = Φ(Φ>DΦ)−1Φ>D and so

Π>H,dDΠH,d = DΦ(Φ>DΦ)−1Φ>DΦ(Φ>DΦ)−1Φ>D

= DΦ(Φ>DΦ)−1Φ>D = DΠH,d

Therefore, letting L
def
= I − Pπ,γ , we get that

Ψ>DΨ = X>L>Π>H,dDΠH,dLX = X>L>DΠH,dLX

Ψ>DΠH,d = X>L>Π>H,dDΠH,d = X>L>DΠH,d

and so with M>
def
= X>L>DΠH,d we have

wH,d = (M>LX)−1M>rπ

X(M>LX)−1M>L is the definition of an oblique projection onto the span of X, orthogonal
to the span of L>M . Since vπ = L−1rπ, we get that

vwH,d = XwH,d = X(M>LX)−1M>LL−1rπ = X(M>LX)−1M>Lvπ

with ΠF ,H = X(M>LX)−1M>L, completing the proof.
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Theorem 11 For any v ∈ F ,

‖vπ − v‖d ≤ ‖(I − Pπ,γ)−1‖d ‖T v − v‖d︸ ︷︷ ︸
BE

≤ ‖(I − Pπ,γ)−1‖d
(
‖ΠH,dT v − v‖d︸ ︷︷ ︸

PBE

+ApproxError(H, v)
)

≤ ‖(I − Pπ,γ)−1‖d
(
‖ΠH,dT v − v‖d + ApproxError(H)

)
.

Note that if cd < 1, then ‖(I − Pπ,γ)−1‖d ≤ (1− cd)−1.
Proof For the first part, we use the same argument as in Maillard et al. (2010, Equation 8),
but for any v rather than the v that minimizes the BE. Notice first that vπ = (I−Pπ,γ)−1rπ
and so rπ = (I − Pπ,γ)vπ. This means that

T v − v = rπ + Pπ,γv − v = (I − Pπ,γ)vπ + (Pπ,γ − I)v

= (I − Pπ,γ)(vπ − v)

=⇒ vπ − v = (I − Pπ,γ)−1(T v − v)

=⇒ ‖vπ − v‖d ≤ ‖(I − Pπ,γ)−1‖d‖T v − v‖d
To bound the approximation error, let us define the conjugate form as f(v, h)

def
=∑

s d(s)(2E[δ(v)|S = s]h(s)− h(s)2). Notice first that BE(v) ≥ PBE(v) for any v because

BE(v)− PBE(v) = max
h∈Hall

f(v, h)−max
h∈H

f(v, h)

and the first maximization is over a broader set, with H ⊂ Hall. Let us additionally define
g(v, h)

def
=
∑

s d(s)(E[δ(v)|S = s]− h(s))2, the minimization form for h we used previously.
Then −g(v, h) = f(v, h)−∑s d(s)E[δ(v)|S = s]2. We can therefore rewrite this difference
using a minimization

BE(v)−PBE(v) = max
h∈Hall

f(v, h)−
∑
s

d(s)E[δ(v)|S = s]2−max
h∈H

f(v, h)+
∑
s

d(s)E[δ(v)|S = s]2

= max
h∈Hall

−g(v, h)−max
h∈H
−g(v, h)

= min
h∈H

g(v, h)− min
h∈Hall

g(v, h)

where on the last step we used the fact that maxh∈H−g(v, h) = −minh∈H g(v, h). Notice
that minh∈H g(v, h) = ‖h∗v − h‖d = ApproxError(H, v), because h∗v(s) = E[δ(v)|S = s].
Further, minh∈Hall

g(v, h) = 0, since h∗v ∈ Hall. Therefore, we get that

BE(v)− PBE(v) = min
h∈H

g(v, h) = ApproxError(H, v) ≤ ApproxError(H)

Appendix E. Summary of Known Bounds for Value Estimation

In the main paper, we derived bounds for the generalized PBE. These results built on
existing bounds, in some cases for more specific settings and in others for slightly different
settings. We summarize those known results in Table 1.
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Bound Additional Comments

Williams and Baird (1993, Prop 3.1)

‖v−vπ‖∞≤ 1
1−γ‖T v−v‖∞, any v

A seminal result showing the relationship be-
tween the worst case value error across states
and the worst case Bellman error across states.

Tsitsiklis and Van Roy (1997, Lemma 6)

‖v − vπ‖dπ ≤ 1−λγ
1−γ ‖ΠF ,dπvπ − vπ‖dπ

A seminal result for the on-policy setting. v =
arg minv∈F ‖ΠF ,dπT v − v‖2dπ is obtained with
on-policy TD(λ) using linear function approxi-
mation. For λ = 1, the lhs and rhs are equal.

Antos et al. (2008, Lemma 10)

‖T v − v‖d ≤ minv∈F ‖T v − v‖d +
maxv∈F minv′∈F ‖T v − v′‖d

The first term is called the inher-
ent Bellman error of F and the second is
the inherent one-step Bellman error of F .

Upper bound on the true Bellman error using
the empirical loss that resembles the conjugate
Bellman error. This work assumes H = F , and
v is the solution to the generalized PBE. The
bound in the paper also accounts for using an
empirical loss; the result here is obtained from
within the proof. See Page 124, and note that
L̄(v) = minv∈F L̄(v).

Maillard et al. (2010, Equation 8)
‖v − vπ‖d ≤ ‖(I − Pπ,γ)−1‖d‖T v − v‖d
for v = arg minv∈F ‖T v − v‖d

The original result is given for a constant γ.
We include the more generic result here, since
it is a straightforward extension.

Scherrer (2010, Proposition 3)
‖vM − vπ‖d
≤
√

spectral-radius(ABCB>)‖ΠF ,dvπ − vπ‖d

vM = X(M>X)−1M>vπ is the oblique
projection of vπ onto the span of
X—linear functions with features
x(s)—orthogonally to span of matrix
L>M ∈ Rn×d for L = (I − Pπ,γ).

This result assumes linear function approxima-
tion. If M = DX, then vM is the TD fixed
point. If M = DLX, then vM is a solution to
the BE. The spectral radius of a matrix is the
maximum of the absolute value of the eigenval-
ues. This result is for matrices A = X>DX,
B = (M>LX)−1 and C = MLD−1L>M . This
result extends and simplifies the earlier results
in (Schoknecht, 2003) and in (Yu and Bertsekas,
2010).

Kolter (2011, Theorem 2)

‖v− vπ‖dµ ≤ 1+γcond(D̄)
1−γ ‖ΠF ,dµvπ− vπ‖dµ

v obtained with Off-policy LSTD
using linear function approximation with
conditions on dµ.

cond(D̄) is the condition number of the matrix

D̄
.
= D

−1/2
µ D

1/2
π . For these diagonal matrices,

cond(D̄) = κ(dµ, dπ)/κ(dπ, dµ). This bound
assumes dµ satisfies a certain relaxed contrac-
tion property, that states that applying the
transition to the values and then projecting is
a non-expansion under dµ (see (Kolter, 2011,
Theorem 2)).
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Hallak et al. (2016, Corollary 1)

‖v−vπ‖dµ≤C(dµ,m)−1/2‖ΠF ,mvπ−vπ‖m
‖v − vπ‖m
≤ (γC(dµ,m))−1/2‖ΠF ,mvπ − vπ‖m
for C(dµ,m)

def
= 1− γ2

β (1− κ(dµ,m)).

Bounds provided for ETD(λ = 0, β) under lin-
ear function approximation to obtain v. Note
that β ≤ γ and β = γ corresponds to ETD(0).
Here, γ is a constant less than 1. The result is
also extended to λ > 0 in Hallak et al. (2016,
Corollary 1), by computing sm for the Bellman
operator.

White (2017, Theorem 1)

‖v − vπ‖d ≤ (1− sd)−1‖ΠF ,dvπ − vπ‖d

Generalized results in Hallak et al. (2016), show-
ing the Bellman operator is a contraction for
transition-based discounting. This result was
shown for d = dπ and d = m, under linear func-
tion approximation with v the solution to the
linear PBE with weighting d.

Table 1: A summary of known bounds on the VE of the solution to the PBE and BE.

Appendix F. Extensions to n-step returns and λ-returns

In this section, we provide the TDRC algorithm under n-step returns and λ-returns. We
start by discussing how the generalized PBE extends, and then the resulting algorithm.

There are further n-step variants of these objectives, where bootstrapping occurs only
after n steps: (Gt,n − v̂w(St))

2 where Gt,n = Rt+1 + γt+1Rt+2 + . . . + γt+1:t+nRt+n +
γt+1:t+n+1v̂w(St+n+1) where γt+1:t+n = γt+1γt+2 . . . γt+n. The extreme of n-step returns is
to use the full return with no bootstrapping, as in Monte Carlo methods, with the objective
becoming the RE. The conjugate form and derivations above extend to n-step returns,
simply by considering the n-step Bellman operator and corresponding n-step TD error:

δ(n)(w)
def
= Rt+1 + γt+1Rt+2 + . . .+ γt+1:t+nRt+n + γt+1:t+n+1v̂w(St+n+1)− v̂w(St)

with importance sampling ratios included, in the off-policy setting. The n-step generalized
PBE is maxh∈H Ed[2Eπ

[
δ(n)(w) | S = s

]
h(s)− h(s)2]. The function h is trying to estimate

the expected n-step return from s: Ed
[
2Eπ

[
δ(n)(w) | S = s

]]
. The saddlepoint update for

w is
∆w ← h(St) (∇wv̂w(St)− hθ(St)γt+1:t+n+1∇wv̂w(St+n+1))

and the gradient correction update is

∆w ← δ(n)(w)∇wv̂w(St)− hθ(St)γt+1:t+n+1∇wv̂w(St+n+1)

where both use the same update for h:

∆h← −(δ(n)(w)− hθ(St))∇hhθ(St)

The primary difference when considering n-step returns is that, for large n, it is less
necessary to estimate h. For large n, the correlation between δ(n)(w) and v̂w(St+n+1)
becomes smaller. Consequently, it would not be unreasonable to use δ(n)(w)∇wv̂w(St)−
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δ(n)(w)γt+1:t+n∇wv̂w(St+n+1), as the incurred bias is likely small. Further, if the discount
per step is less than 1, then the gradient correction term also diminishes in importance,
because it is pre-multiplied by γt+1:t+n+1. For example, for a constant γ < 1, we get
γt+1:t+n = γn. One might expect that the gradient correction update might have an even
greater advantage here over the saddlepoint update. It remains an open question as to the
relationship between n and some of these choices.

The other generalization, with λ-returns, involves mixing n-step returns with a potentially
state-dependent parameter λ. For a constant λ ∈ [0, 1], the λ-return is

Gt,λ = (1− λ)

∞∑
i=1

λi−1Gt,i = Rt+1 + γt+1[(1− λ)v̂w(St+1) + λGt+1,λ].

More generally, for a state-dependent λ : S → [0, 1] (Maei and Sutton, 2010), with λt+1
def
=

λ(St+1), we have Gt,λ = Rt+1 + γt+1[(1− λt+1)v̂w(St+1) + λt+1Gt+1,λ]. This target is used
in place of Gt,n to define the PBE for λ-returns.

Notice, however, that the λ-return involves an infinite sum into the future, or until
the end of an episode. For episodic problems, these targets can be computed, like Monte
carlo methods. However, more typically to optimize the PBE for λ-returns, the gradient is
estimated using a backwards view, rather than this forward view (Sutton and Barto, 2018).
This reformulation only holds under linear function approximation. It remains an open
question how effective the approach is in the nonlinear setting.

Appendix G. Summary of Algorithms for the Linear PBE

In this section we summarize the current algorithms that optimize the linear PBE by the
implicit weighting they use. The two axes indicate whether prior or posterior corrections
are used, and whether the weighting includes dπ or db. The emphatic weighting adjusts the
state weighting with prior corrections, but still includes db as part of the weighting in the
objective. Alternative-life, on the other hand, removes db all together.

The primary differences between the algorithms is in how they optimize their respective
objectives. They can use gradient updates or hybrid updates, and can incorporate other
additions like action-dependent bootstrapping. For example, we can easily obtain a gradient
version of ETD, by incorporating emphatic weights into the GTD algorithm. The GTD(λ)
algorithm is

zρt ← ρt
(
γtλz

ρ
t−1 + xt

)
θt+1 ← θt + αh

[
δtz

ρ
t − (θ

>
t x)xt

]
wt+1 ← wt + αδtz

ρ
t − αγt+1(1− λ)(θ

>
t z

ρ
t )xt+1︸ ︷︷ ︸

correction term

The Emphatic GTD(λ) algorithm uses the same updates to the two sets of weights, but with
emphatic weights in the trace: zρt ← ρt

(
γtλz

ρ
t−1 +Mtxt

)
. More simply, when considering

58



A Generalized Projected Bellman Error

Emphatic GTD(0), we get

Ft ← ρt−1γtFt−1 + 1

θt+1 ← θt + αhρtFt
[
δt − (θ

>
t x)
]
xt

wt+1 ← wt + αρtFt[δtxt − γt+1(1− λ)(θ
>
t xt)xt+1]

where Ft is omitted for standard GTD(0).

Many of these algorithms can incorporate different weightings by pre-multiplying the
update, but might use different approaches to approximate the gradient. It is important
to separate the weighting and algorithmic approach, as otherwise, comparisons between
algorithms (e.g., ETD and GTD) could reflect either the difference in objective (weighting
by m or db) or in the algorithmic approach (TD-style updates or gradient updates). The
algorithms, categorized according to weightings, are summarized in Table 2. For a more
complete list of algorithms and their updates, see (White and White, 2016, Appendix A).

dπ db

Posterior
corrections

. N/A.
Alternative life
algorithms cannot
only do posterior
corrections.

. Off-Policy TD(λ)

. GTD(λ) (Sutton et al., 2009),

. HTD(λ) (Maei, 2011; White and White, 2016)

. Action-dependent bootstrapping

− Tree Backup(λ) (Precup et al., 2000)

− V-trace(λ) (Espeholt et al., 2018)

− AB-Trace(λ) (Mahmood et al., 2017)

. Saddlepoint methods for GTD2(λ)

− GTD2-MP(λ) (Liu et al., 2016)

− SVRG and SAGA (Du et al., 2017)

− Gradient Tree Backup(λ) (Touati et al., 2018)

Prior &
Posterior
corrections

. Alternative-life
TD(λ)

. Alternative-life
GTD(λ), HTD(λ) &
Saddlepoint methods

. ETD(λ) (Sutton et al., 2016)

. ETD(λ, β) (Hallak et al., 2016)

. Emphatic GTD(λ), HTD(λ) & Saddlepoint meth-
ods

Table 2: A summary of off-policy value estimation methods for the linear PBE, based on
weightings in the objective and whether they incorporate prior and posterior corrections.
The algorithms in grey are hypothetical algorithms that can easily be derived by applying
the same derivations as in their original works, but with alternative weightings.
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Figure 15: Average return over number of learning steps for best hyperparameters chosen for
each algorithm on each domain. When tuning hyperparameters on a per domain basis, the
gaps between algorithm performance begin to decrease. QRC still consistently is among the
top performing algorithms in each benchmark domain. The performance difference between
SBEED and the other competitors on Cart Pole can be explained by the forced stochastic
ε-greedy policy used by action value methods compared to the increasingly deterministic
policy learned by SBEED.

Appendix H. Impact of Voting Procedure

In Section 9.2 we investigate the performance of the benchmark algorithms across four
simulation environments with a single hyperparameter setting chosen for each algorithm
via a voting procedure. In this section, we investigate the impact of the voting procedure
used on the conclusions drawn from the results in Figure 7. We start by investigating
each algorithm given that we have the ability to tune hyperparameters individually for
every domain. We then investigate the impact of excluding Lunar Lander from the voting
procedure, allowing all algorithms (especially SBEED) to choose parameters without needing
to balance performance on the most challenging domain. Finally, we demonstrate that a
more simple voting procedure leads towards less favorable results for algorithms which have
higher sensitivity to hyperparameters across domains.

Figure 15 shows the performance for each algorithm for their best performing respective
hyperparameter on each domain. Because every algorithm is able to maximize their individual
performance for each domain, and because many algorithms successfully solve each domain
with their best parameters, performance gaps between algorithms shrink considerably. Still
only QRC is able to successfully solve the Mountain Car domain consistently across runs
and both QC-LL and SBEED find a sub-optimal policy in Lunar Lander.

Figure 15 is an idealized setting where every domain gets to pick their favorite parameter
setting through extensive tuning. A more realistic setting would involve picking a single
“default” hyperparameter setting and perhaps a small exploration of parameters along a
small number of axes (for example choosing default parameters in the ADAM optimizer,
but sweeping a few values of the stepsize). Because it is often computationally infeasible to
tune hyperparameters extensively for each domain, this results in a compromise where some
algorithms get to use parameters that perform well on only a subset of the domains. Figure 7
illustrates this tradeoff by requiring each algorithm to choose a single hyperparameter setting
that balances performance across all domains. For algorithms that are highly insensitive to
their hyperparameters, this selection process is easy and the algorithm need not tradeoff
performance significantly in each domain. For algorithms that are highly sensitive to their
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hyperparameters, this selection process is very challenging and can result in hyperparameter
settings that are catastrophic on some domains but highly performing on others.

In Section 9.2, we used a pair-wise voting strategy, Condorcet voting, to give each
algorithm maximum opportunity to balance hyperparameters across all possible pairs of
domains. Because Lunar Lander is a much more challenging domain than the rest, the
inclusion of Lunar Lander significantly impacted the outcome of the voting procedure. To
understand the impact of this, in Figure 16 we use the same voting mechanism as in Figure 7
except we exclude Lunar Lander from influencing the outcome of the vote. In this case, each
algorithm chooses the best hyperparameter setting with a pair-wise vote across Cart Pole,
Mountain Car, and Acrobot, then we show performance for that hyperparameter setting
across all four domains. This can additionally be viewed as a form of hold-out set (i.e.
leave-one-out cross validation), where we test how the hyperparameter choosing strategy
generalizes to a hand-picked challenging sample. In this setting, all algorithms suffer lower
performance in Lunar Lander, particularly Q-learning and SBEED.

Finally, in Figure 17 we investigate the impact of a different voting strategy across all
four domains. We use an instant runoff vote which is generally known to provide an inferior
between outlying “candidates” than pair-wise voting procedures. Our results show that
QC-LL and SBEED are both strongly negatively impacted by this choice of voting procedure
where Q-learning and QRC achieve similar performance as in Figure 7.

Figure 16: Average return over number of learning steps for hyperparameters chosen via
Condorcet voting. The performance of each algorithm on Lunar Lander was excluded from
impacting the result of the vote and can be treated as a hold-out set.

Figure 17: Average return over number of learning steps for hyperparameters chosen via
instant runoff voting. For algorithms other than QRC, the instant runoff voting procedure
could not find a suitable parameter setting which balanced performance across all domains.
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